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SCIENTIFIC SUMMARY
Since the 2014 Ozone Assessment, new research has better quantified the impact of stratospheric ozone changes 
on climate. Additional model and observational analyses are assessed, which examine the influence of strato-
spheric ozone changes on stratospheric temperatures and circulation, tropospheric circulation and composi-
tion, surface climate, the oceans, and sea ice. The new results support the main conclusions of the previous 
Assessment; the primary advances are summarized below.

STRATOSPHERIC TEMPERATURES

• New estimates of satellite-observed stratospheric temperature changes show net global stratospher-
ic cooling of around 1.5 K (at 25–35 km), 1.5 K (at 35–45 km), and 2.3 K (at 40–50 km) between 1979 
and 2005, with differences between datasets of up to 0.6 K.

 ○ There are now better estimates of observed stratospheric temperature trends than were available 
during the last Assessment. Two datasets from satellite measurements have been re-processed and 
now show greater consistency in long-term temperature trends in the middle and upper stratosphere. 

 ○ Satellite temperature records show smaller stratospheric cooling rates over 1998–2015 compared 
to 1979–1997, consistent with the observed differences in stratospheric ozone trends during these 
periods.

 ○ Global average temperature in the lower stratosphere (13–22 km) cooled by about 1 K between 1979 
and the late 1990s but has not changed significantly since then.

• In the lower stratosphere (13–22 km), ozone trends were the major cause of the observed cooling 
between the late 1970s and the mid-1990s. In the middle and upper stratosphere, however, increases 
in long-lived greenhouse gases played a slightly larger role than ozone changes in cooling trends 
over this period. Ozone recovery will continue to play an important role in future stratospheric tem-
perature trends.

 ○ There is now improved understanding of the causes of stratospheric temperature trends and vari-
ability. For the upper stratosphere (40–50 km), new studies suggest that one-third of the observed 
cooling over 1979–2005 was due to ozone-depleting substances (ODSs) and associated ozone 
changes, while two-thirds was due to other well-mixed greenhouse gases.

 ○ Chemistry–climate models show that the magnitude of future stratospheric temperature trends is 
dependent on future greenhouse gas concentrations, with most greenhouse gas scenarios showing 
cooling in the middle and upper stratosphere over the 21st century. The projected increase in global 
stratospheric ozone during this period would offset part of the stratospheric cooling due to increas-
ing greenhouse gases.

STRATOSPHERIC OVERTURNING CIRCULATION

• There are indications that the overturning circulation in the lower stratosphere has accelerated over 
the past few decades.
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 ○ Observations of the latitudinal profile of lower stratospheric temperature trends and changes in 
constituents show that tropical upwelling in the lower stratosphere has strengthened over the last 
~30 years, in qualitative agreement with model simulations and reanalysis datasets.

 ○ New studies using measurements provide evidence for structural changes in the stratospheric over-
turning circulation which is comprised of a strengthening in the lower stratosphere and a weaken-
ing in the middle and upper stratosphere.

 ○ According to models, in addition to well-mixed greenhouse gases, changes in ODSs (and associated 
changes in ozone) are an important driver of past and future changes in the strength of the strato-
spheric overturning circulation, notably the increase in downwelling over the Antarctic over the late 
20th century.

 ○ Estimates of externally forced long-term changes in the stratospheric overturning circulation from 
observations remain uncertain, partially due to internal variability.

 ○ Models project future increases in stratosphere–troposphere exchange of ozone as a consequence 
of a strengthening of the stratospheric overturning circulation and stratospheric ozone recovery.

IMPACTS ON THE TROPOSPHERE, OCEAN, AND SEA ICE

• New research supports the findings of the 2014 Ozone Assessment that Antarctic ozone depletion 
was the dominant driver of the changes in Southern Hemisphere tropospheric circulation in austral 
summer during the late 20th century, with associated weather impacts.

 ○ Over the period 1970 to 2000, tropospheric jets in the Southern Hemisphere shifted poleward and 
strengthened, the Southern Annular Mode (SAM) index increased, and the southern edge of the 
Hadley Cell expanded poleward. Since 2000, the SAM has remained in a positive phase.

 ○ For austral summer, most model simulations show a larger contribution to these trends from 
Antarctic ozone depletion compared to increases in well-mixed greenhouse gases during the last 
decades of the 20th century. During other seasons, the contribution of ozone depletion to circula-
tion changes is comparable to that from well-mixed greenhouse gases.

 ○ Paleoclimate reconstructions of the SAM index suggest that the current period of prolonged posi-
tive summer SAM conditions is unprecedented in at least the past 600 years.

 ○ No robust link between stratospheric ozone depletion and long-term Northern Hemisphere sur-
face climate has been established; there are indications that occurrences of extremely low spring-
time ozone amounts in the Arctic may have short-term effects on Northern Hemisphere regional 
surface climate.

• Changes in tropospheric weather patterns driven by ozone depletion have played a role in recent 
temperature, salinity, and circulation trends in the Southern Ocean, but the impact on Antarctic sea 
ice remains unclear.

 ○ Progress has been made since the last Assessment in understanding the physical processes involved 
in the Southern Ocean response to ozone depletion, which is now believed to entail a fast surface 
cooling followed by a slow long-term warming. 

 ○ Modeling studies indicate that ozone depletion contributes to a decrease in Antarctic sea ice extent 
and hence cannot explain the observed sea ice increase between 1979 and 2015. This is in agreement 
with the conclusions of the previous Assessment. However, in general, climate models still cannot 
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reproduce the observed Antarctic sea ice trends since 1979, which limits the confidence in the mod-
eled sea ice response to ozone depletion.

• New observation-based analyses indicate that a causal link between the strength of the Southern 
Ocean carbon sink and ozone depletion cannot be established, in contrast to earlier suggestions.

 ○ New observation-based analyses confirmed the previously reported slowdown of the carbon sink 
between the 1980s and early 2000s but also revealed a remarkable reinvigoration of the carbon sink 
since then. The new results indicate that atmospheric circulation changes (whether driven by ozone 
depletion or not) have not had a considerable impact on the net strength of the Southern Ocean 
carbon sink.

MONTREAL PROTOCOL CLIMATE IMPACTS

• New studies since the 2014 Ozone Assessment have identified that future global sea level rise of at 
least several centimeters has been avoided as a result of the Montreal Protocol. This would have aris-
en from thermal expansion of the oceans associated with additional global warming from unregulated 
ozone depleted substances emissions.
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5.1 INTRODUCTION AND SCOPE

The 2006 Ozone Assessment was the first to include 
a dedicated chapter on ozone–climate interactions 
(Baldwin and Dameris et al., 2007). The focus of that 
chapter was mostly on how anthropogenic climate 
change affects stratospheric ozone. Ozone–climate 
interactions were considered in a broader perspec-
tive in both the 2010 and 2014 Ozone Assessments. 
Chapter 4 of the 2014 Assessment (Arblaster and 
Gillett et al., 2014) addressed changes in stratospher-
ic climate, their coupling with stratospheric ozone 
changes, and the impacts of stratospheric changes on 
tropospheric climate. This chapter is similar in scope 
and provides an assessment of the advances in scien-
tific understanding of ozone–climate coupling since 
the last Assessment. To provide a basis for discussing 
these advances in the subsequent sections, the main 
conclusions from Chapter 4 of the 2014 Assessment 
are summarized here.

5.1.1 Summary of Findings from the 
 Previous Ozone Assessment

The last Assessment concluded that the lower strato-
sphere (near 20 km) cooled in the global mean by 
approximately 1 K over the period 1979–1995, after 
which temperatures remained approximately con-
stant. It also concluded that the middle (25–35 km) 
and upper (35–50 km) stratosphere have cooled in the 
global mean over this period; however, the available 
satellite datasets showed substantial differences in the 
estimated magnitude of cooling. In agreement with 
previous Ozone Assessments, it was concluded that 
stratospheric ozone changes were the primary cause 
of the observed lower-stratospheric cooling, while 
both ozone decreases and greenhouse gas (GHG) in-
creases (primarily carbon dioxide, CO2) made more 
comparable contributions to cooling in the middle 
and upper stratosphere. 

The 2014 Ozone Assessment concluded from obser-
vations of composition and temperature that over 
the past several decades there has been an increase 

in tropical lower-stratospheric upwelling, consistent 
with a strengthening of the shallow branch of the 
stratospheric overturning circulation. At the same 
time, long-term changes in the deep branch of the 
overturning circulation were concluded to be un-
certain. No long-term changes were found in strato-
spheric water vapor concentrations since 2000.

In agreement with the findings of earlier Assessments, 
the 2014 Assessment concluded that the ozone-in-
duced springtime cooling of the Antarctic lower strato-
sphere has strongly affected the Southern Hemisphere 
(SH) tropospheric climate in austral summer. It was 
assessed that stratospheric temperature changes due 
to ozone depletion were likely the dominant driver 
of the observed summertime poleward shift of the 
mid-latitude tropospheric jet and have contributed to 
the poleward expansion of the SH Hadley Cell. It was 
noted that, in response to ozone depletion, some cli-
mate models simulate a poleward shift of subtropical 
precipitation patterns and that consistent changes are 
seen in observations. Changes in the Southern Ocean 
were discussed, and it was concluded that changes in 
surface wind stress, associated with the tropospheric 
circulation response to ozone depletion, likely caused 
the intensification of the subtropical ocean gyres, 
the meridional overturning circulation, and subsur-
face warming. Contrary to the findings of the 2010 
Assessment, the 2014 Assessment concluded, though 
with low confidence, that stratospheric ozone deple-
tion induces a decrease in Antarctic sea ice extent and 
therefore cannot explain the small observed increase 
in Antarctic sea ice extent over the past several de-
cades. Possible impacts of ozone depletion-induced 
surface wind stress changes on carbon uptake in the 
Southern Ocean were also assessed to be uncertain. 
The 2014 Assessment did not find a robust link be-
tween ozone changes and tropospheric climate in the 
Northern Hemisphere.

The 2014 Assessment concluded that stratospheric 
ozone depletion contributed to a decrease in the flux of 
ozone into the troposphere but that coincident increas-
es in emissions of ozone precursor species led to an 
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overall increase in the tropospheric ozone burden. The 
overall global radiative forcing (RF) between 1850 and 
2011 due to the effect of long-lived ozone-depleting 
substances (ODSs) on both stratospheric and tropo-
spheric ozone was estimated to be about −0.15 W m−2.

For the future, the 2014 Assessment concluded that 
the impacts of ozone depletion on tropospheric cli-
mate will reverse as a result of ozone recovery and 
that this will offset part of the GHG-induced changes 
in SH tropospheric circulation in summer during the 
first half of this century. The projected strengthen-
ing of the stratospheric overturning circulation was 
assessed to have important implications for future 
stratospheric and tropospheric ozone abundances. 
The RF due to future stratospheric ozone changes was 
assessed to be uncertain even regarding its sign, due 
to uncertainty in model projections of tropical low-
er-stratospheric ozone trends.

5.1.2 Scope of the Chapter

Following Chapter 4 of the 2014 Ozone Assessment, 
this chapter begins with an assessment of changes 
in stratospheric constituents and external forcings 
(Section 5.2). Only a brief discussion of changes in 
ODSs and stratospheric ozone is given here, since 
these are assessed in detail in Chapter 1 (ODS chang-
es) and Chapters 3 and 4 (ozone changes). Section 
5.3 assesses changes in stratospheric temperatures 
and circulation. That section includes an attribution 
of observed temperature and circulation changes to 
different drivers and also an analysis of projected 
changes. Stratosphere–troposphere exchange of ozone 
is also discussed, but since changes in tropospher-
ic ozone have been recently assessed in detail in the 
Tropospheric Ozone Assessment Report (TOAR), led 
by the International Global Atmospheric Chemistry 
(IGAC) project (Young et al., 2018), the discussion 
of tropospheric chemistry is limited to assessing the 
effects of stratospheric ozone on the tropospheric 
ozone budget. Section 5.4 discusses the effects of 
stratospheric ozone on tropospheric circulation, sur-
face climate, the ocean, and sea ice, as well as the cur-
rent scientific understanding of physical mechanisms 
for the downward dynamical coupling between the 
stratosphere and troposphere. Lastly, Section 5.5 as-
sesses the climate impacts that have been avoided as 
a result of the successful regulation of ODS emissions 
under the Montreal Protocol, as well as the future 

climate impacts that will be avoided if nations adhere 
to the phasedown of hydrofluorocarbons under the 
2016 Kigali Amendment (see also Chapter 2).

5.2 OBSERVED CHANGES IN 
 ATMOSPHERIC  CONSTITUENTS 
AND EXTERNAL  FORCINGS 
THAT RELATE TO CLIMATE 

The species detailed in this section play a role in cli-
mate through their effects on radiative and chemical 
processes. Changes in these species can alter strato-
spheric ozone concentrations either through direct 
effects on ozone chemistry and/or via their effect on 
stratospheric temperatures and transport.

5.2.1 Long-Lived Greenhouse Gases and 
Ozone-Depleting Substances  

Carbon dioxide (CO2), methane (CH4), and nitrous 
oxide (N2O) are the three most important anthropo-
genically emitted GHGs in the atmosphere in terms of 
historical RF (Myhre and Shindell et al., 2013); how-
ever, it should be noted that ODSs and their replace-
ment compounds are also significant GHGs. Such 
gases are more transparent to incoming (shortwave) 
radiation from the sun compared to outgoing infrared 
(longwave) radiation. Increases in the atmospheric 
concentrations of these gases lead to warming at the 
surface, producing a direct global climate response. 
These gases may also cause changes in stratospher-
ic temperatures through effects on the local radia-
tive balance; for example, increasing CO2 cools the 
stratosphere (see Box 5-1). Ozone photochemistry 
responds to stratospheric temperature changes, as 
well as to changes in abundances of ODSs. Similarly, 
changes in ozone affect the stratospheric radiative 
balance; decreases in ozone will result in stratospher-
ic cooling due to less absorption of solar ultraviolet 
radiation. Changes in the stratospheric overturn-
ing (Brewer–Dobson) circulation may be forced by 
changes in well-mixed GHGs and ozone concentra-
tions (see Section 5.3.2); this may also impact the 
distributions of stratospheric and tropospheric ozone 
through transport changes (see Section 5.3.3).

Recent concentrations and growth rates for ODSs, 
including N2O, are described in Chapter 1 and for 
ODS replacement compounds in Chapter 2. Globally 
averaged annual average mole fraction values for 2017 
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were 405 ppm (parts per million) for CO2 and 1,850 
ppb (parts per billion) for CH4. Global concentra-
tions and growth rates for CO2 and CH4 are shown 
in Figure 5-1. These show that 2015 and 2016 had 
high CO2 growth rates relative to the 1980–2016 av-
erage. This is likely related, at least in part, to the El 
Niño conditions that persisted from late 2014 through 
early 2016 (Le Quéré et al., 2018); the CO2 growth 
rate is known to increase during El Niño conditions 
and decrease during La Niña conditions (Kim et al., 
2016; Betts et al., 2016; Le Quéré et al., 2018). The 
CH4 growth rate peaked in 2014 but remained pos-
itive and greater than 5 ppb yr−1 in 2015 and 2016. 
Multiple drivers have been suggested for the higher 
CH4 growth rates since the 2000s and are discussed 
in Section 1.5.2 (see also Saunois et al., 2016). These 

include changes in the atmospheric concentrations of 
the hydroxyl (OH) radical, increased emissions from 
oil and gas extraction, increased emissions from wet-
lands, and increased emissions from anthropogenic 
sources in East Asia.

5.2.2 Stratospheric Water Vapor 

Stratospheric water vapor (SWV) modulates Earth’s 
climate directly, mainly through longwave radiative 
processes, and indirectly through its influence on 
stratospheric ozone abundances. It impacts strato-
spheric ozone chemistry through its role as the major 
source of reactive hydrogen oxide molecules (HOx) in 
the stratosphere and through the formation of polar 
stratospheric clouds (see Chapter 4). Changes to 

Box 5-1. Why Does Increasing CO2 Cool the Stratosphere?

Although carbon dioxide (CO2) in the stratosphere plays only a small direct role in chemical processes, it is 
very important for the atmosphere’s radiative balance. CO2 emits and absorbs radiation mainly in the infra-
red part of the electromagnetic spectrum, with the strongest emission and absorption at wavelengths close 
to 15 μm. At these wavelengths, the absorption of infrared radiation by CO2 is so efficient that most radiation 
emitted by Earth’s surface is absorbed in the troposphere and does not reach the stratosphere. Radiation 
entering the stratosphere from below therefore comes from the relatively cold upper troposphere. At the 
same time, CO2 in the stratosphere emits radiation to space, cooling the stratosphere. The largest cooling 
rates are in the upper stratosphere, where temperatures are highest due to absorption of incoming ultravi-
olet radiation by ozone. Since this local emission is not balanced by the absorption of upwelling radiation 
from below, CO2 contributes a net cooling in the stratosphere. When the atmospheric CO2 concentration 
increases, there is only a small increase in the absorption of radiation from the troposphere, which does not 
compensate for a relatively larger increase in local emission, leading to a greater loss of radiation to space. 
An increase in CO2 therefore radiatively cools the stratosphere at all altitudes, with the largest cooling in the 
upper stratosphere.

Increases in other greenhouse gases (GHGs) that absorb and emit infrared radiation, such as methane, ni-
trous oxide, and chlorofluorocarbons (CFCs), also contribute to cooling in the upper stratosphere, because 
at stratospheric altitudes they emit more radiation to space than they absorb from below. However, when 
in the lower stratosphere, these gases, whose absorption bands lie at wavelengths between 7 and 12 μm, can 
absorb radiation from the warm lower troposphere and from Earth’s surface. Therefore, an increase in these 
gases can contribute to warming of the lower stratosphere, although their contribution is usually small. 
Some non-CO2 GHGs are also chemically reactive (such as methane, nitrous oxide, and CFCs) and thus 
have an indirect effect on stratospheric temperatures through changing ozone abundances (see Chapters 3 
and 4). In some cases, this indirect effect on stratospheric temperatures via changes to ozone may be larger 
than the direct radiative effect of the gas itself.

In summary, increases in stratospheric CO2 and other GHGs lead to stratospheric cooling, with the largest 
changes occurring in the upper stratosphere.
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SWV also impact ozone indirectly by changing strato-
spheric temperatures, which in turn alter the rates of 
photochemical reactions. 

Air enters the stratosphere with a water vapor con-
centration largely controlled by tropical tropopause 
temperatures. The primary source of SWV internal to 
the stratosphere is in situ oxidation of CH4, yielding 
two water molecules for each CH4 molecule oxidized. 
Convective overshooting of ice particles and trans-
port across the extratropical tropopause are minor 
sources of SWV. The primary loss process internal to 
the stratosphere is dehydration through ice particle 
formation and sedimentation in polar regions (mostly 
in the Antarctic) during winter. 

SWV has been measured by multiple in situ and re-
mote sensing techniques, starting with World War 
II measurements aimed at understanding contrails 
using a manually operated aircraft-borne frost point 
hygrometer (FPH) (Brewer, 1946). The Boulder FPH 
record extends from 1980 to present day. A detailed 
analysis of time variations in the Boulder record 
using breakpoints revealed periods of both increases 
and decreases in SWV and variations in trends with 
altitude (Hurst et al., 2011). While the net source of 
SWV from CH4 oxidation was found to vary with 
time, it is estimated to have caused about 25% of the 
increase in SWV in the altitude range 16–26 km be-
tween 1980 and 2010 (Hurst et al., 2011). Although 
the lack of continuous long-term measurements com-
plicates SWV trend determination, several studies 
have shown an overall long-term increasing trend 
(Oltmans et al., 2000; Rosenlof et al., 2001; Hurst 
et al., 2014). In terms of the consistency between in 
situ and satellite measurements of SWV, a compari-
son of balloon FPH measurements with retrievals 
from the Aura Microwave Limb Sounder (MLS) sat-
ellite instrument for the period 2004–2012 revealed 
there was no statistically significant drift (Hurst et 
al., 2014). Subsequent analysis including more recent 
data (Hurst et al., 2016) shows a trend in the differ-
ence between the balloon FPH measurements and the 
Aura MLS measurements, the reasons for which are 
still under investigation. 

Although it is known that tropical cold point tem-
peratures and in situ production from CH4 oxidation 
largely control SWV concentrations, there are still is-
sues reproducing the absolute value of measured SWV 

using global temperature analyses. To produce accu-
rate simulations (to within 0.5–1 ppmv [parts per mil-
lion by volume]) of tropical stratospheric water vapor 
entry concentrations using trajectory models driven 
by global temperature analyses, proper representation 
of waves, convective influences, and microphysical 
processes are needed (Ueyama et al., 2014). There is 
also evidence (Avery et al., 2017) that injections of ice 
can at times impact SWV during extreme events. 

Tropical Pacific sea surface temperature (SST) vari-
ability affects SWV entry through impacts on tropical 
tropopause temperatures; it has been suggested that 
SST changes contributed to the observed decrease in 
SWV in the lower stratosphere around the year 2000 
(Rosenlof and Reid, 2008; Brinkop et al., 2016; Ding 
and Fu, 2017; Garfinkel et al., 2018). Variations of 
SWV are detailed in the State of the Climate reports 
published annually in the Bulletin of the American 
Meteorological Society; the most recent update 
(Blunden and Arndt, 2017) shows recent extreme 
variability of SWV in the tropical lower stratosphere, 
where water vapor enters the stratosphere, ranging 
from very high values to very low values between 
December 2015 and December 2016 (Figure 5-2); 
part of this change may be related to the transition 
from extreme El Niño conditions to weak La Niña 
conditions at the end of the period (Konopka et al., 
2016; Garfinkel et al., 2018). 

Trends in tropical tropopause temperature and at-
mospheric CH4 concentrations are expected to be 
the major drivers of future SWV trends, but there are 
also suggestions from model simulations that trends 
in overshooting ice particles could contribute to 
trends in SWV (Dessler et al., 2016). Climate mod-
els predict that tropical lower-stratospheric humidity 
will increase in the future due to increased transport 
through the tropical tropopause layer (Smalley et al., 
2017), though it should be noted that many climate 
models do not properly capture the processes that 
affect tropical tropopause temperatures (Kim et al., 
2013). The magnitude of modeled increases in SWV 
over the 21st century, particularly in the middle and 
upper stratosphere, is strongly affected by future at-
mospheric CH4 concentrations (Revell et al., 2016).

It has been suggested that convective injection of 
water vapor into the lower stratosphere could lead to 
enhanced heterogeneous destruction of ozone and 
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Figure 5-1. Time series of concentrations and growth rates for globally averaged CO2 (top two panels) and CH4 
(bottom two panels). These time series were constructed with data provided by Ed Dlugokencky and Pieter 
Tans, NOAA/ESRL, and are available at www.esrl.noaa.gov/gmd/ccgg/trends/. See Masarie and Tans (1995) 
and Dlugokencky et al. (1994) for details of measurements.
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reduced Northern Hemisphere (NH) mid-latitude 
column ozone amounts (Anderson et al., 2012, 2017; 
Anderson and Clapp, 2018).  However, observational 
evidence that synoptic convective systems lead to en-
hanced catalytic ozone destruction in mid-latitudes is 
currently inconsistent (Schwartz et al., 2013; Solomon 
et al., 1997; Anderson et al., 2012, 2017). Though it has 

been posited that this mechanism may be enhanced 
in a warmer climate (Anderson and Clapp, 2018), the 
lack of evidence for any role for this mechanism in the 
current climate and the fact that in the future there 
will be lower atmospheric chlorine levels and hence 
reduced catalytic ozone destruction mean that there 
is low confidence in this proposed feedback.

Figure 5-2. Top panel: 
Lower-stratospheric wa ter 
vapor anomalies (black, 
red, and blue circles, plot-
ted as difference from the 
monthly mean over the 
period 2004–2018) from 
balloon measurements 
taken between 1980 and 
2018 at Boulder, Colorado 
(USA); Hilo, Hawaii (USA); 
and Lauder (New Zea-
land). Bottom panel: This 
graph is the same as the 
one above but shows only 
Boulder measurements 
(black circles) between 
2004 and 2018, as well as 
zonally averaged water 
vapor anomalies (35–45°N) 
from the Aura Microwave 
Limb Sounder (MLS; green 
dashes). The frost point 
(FP) data extend the infor-
mation plotted in Figure 
2.55 of Blunden and Arndt 
(2017).
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5.2.3 Stratospheric Aerosols 

Stratospheric aerosols influence climate by scattering 
sunlight back to space, by modifying cloud micro-
physical processes, and by altering ozone chemis-
try. Trends and variability in stratospheric aerosols 
and their impact on ozone are discussed in detail in 
Chapters 3 and 4 (see Sections 3.2.1.4, 4.2.3.1, and 
4.3.5.2). Because they reflect sunlight, artificial en-
hancement of stratospheric aerosols has been pro-
posed as a possible method for solar radiation man-
agement to cool the planet (see Chapter 6, Section 
6.2.5.2). Stratospheric aerosols also warm the strato-
sphere by absorbing infrared radiation, and as such, 
they are important drivers of the observed strato-
spheric temperature variability (see Section 5.3.1.2). 
Major increases in stratospheric aerosols result from 
volcanic eruptions. The last major volcanic eruption 
that significantly perturbed stratospheric aerosols was 
Mount Pinatubo (in the Philippines) in 1991. What 
are believed to be background levels of stratospheric 
aerosols were reached in the late 1990s (Kremser et 
al., 2016), and since then, there have been moderate 
eruptions that have increased stratospheric aerosol 
loading (Neely et al., 2013). Figure 5-3 (from Mills 
et al., 2016) shows the progression of the global aero-
sol burden from 1980 to 2015. Peak aerosol loading 
follows the Pinatubo eruption in 1991, with several 
shorter-lived increases following moderate eruptions 
during the early 21st century, the largest of which 
occurred in 2008. Sulfur-rich particles dominate 
stratospheric aerosols, but recent work has also high-
lighted the importance of organic aerosols (Murphy 
et al., 2014; Vernier et al., 2015; Yu et al., 2016) and 
has shown that they have likely increased significantly 
since the preindustrial period (Yu et al., 2016).   

Increases in stratospheric aerosols in the presence of 
elevated stratospheric chlorine produce ozone loss. 
For example, the large October 2015 Antarctic ozone 
hole has been attributed to the presence of volcanic 
aerosols from the Calbuco eruption (in southern 
Chile) (Solomon et al., 2016). The potential for aero-
sols to enhance ozone loss is expected to decrease as 
chlorine loadings continue to decrease in the future 
(Klobas et al., 2017), but uncertainty in future levels of 
volcanic aerosol introduces uncertainty to determin-
ing when ozone recovery to 1980 levels is expected to 
occur (Naik et al., 2017).

Since the 2014 Ozone Assessment, there have been 
significant improvements in understanding of the 
existence of the Asian Tropopause Aerosol Layer 
(ATAL) (Vernier et al., 2011), which became evident 
only after aerosol concentrations returned to pre-Pi-
natubo concentrations. The ATAL is hypothesized to 
have a significant anthropogenic origin (Vernier et al., 
2015) and, according to one study, likely contributes 
as much to the background aerosol in the Northern 
Hemisphere as small to moderate volcanic eruptions 
(Yu et al., 2017). 

5.2.4 Ozone 

Stratospheric ozone changes can impact climate by 
changing the large-scale atmospheric state, including 
impacts on the tropospheric circulation and ultimate-
ly surface weather (see Section 5.4), or by changing 
the amount of UV radiation that reaches the surface, 
both impacting surface temperatures and biogenic 
processes.  

Since the late 1990s, concentrations of ODSs have 
declined in response to the implementation of the 
Montreal Protocol (see Chapter 1). Chapter 3 reports 
that global (60°S–60°N) column ozone has been in-
creasing by between 0.3% and 1.2% per decade since 
the late 1990s, but this increase is not statistically sig-
nificant, owing to the comparatively large uncertainty 
of 1% per decade arising from dynamically forced in-
terannual variability. Global column ozone is expect-
ed to increase with further reductions in the abun-
dance of ODSs in the stratosphere. Current tropical 
column ozone is found to be unchanged compared to 
the period 1964–1980, consistent with the findings of 
the 2014 Assessment. Upper-stratospheric (35–45 km 
altitude) ozone in the tropics and mid-latitudes has 
increased by 1–3% per decade over the 2000–2016 
period; these increases are statistically significant and 
are thought to be caused by a combination of reduc-
tions in ODSs and GHG-induced cooling. Climate 
models predict a decrease in tropical lower-strato-
spheric ozone due to a modeled increase in strength 
of the stratospheric overturning circulation. However, 
due to large internal variability, which is also seen in 
models, this decrease has not been detected in a sta-
tistically significant manner since 2000. As noted in 
Chapter 4, the characteristics of the Antarctic ozone 
hole in October during recent years are similar to 
those in the early 1990s; its size and duration are still 
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impacted in cases of high volcanic aerosol loading, 
such as from the Calbuco eruption in 2015 (Solomon 
et al., 2016).  However, statistically significant positive 
trends in ozone have been observed in the Antarctic in 
September since 2000 (Solomon et al., 2016). Overall, 
there have been minimal long-term ozone changes 
found in the Arctic, where dynamically forced in-
terannual variability in ozone in winter and spring is 
large compared to the long-term changes.

5.2.5 Solar Activity

Total solar irradiance (TSI), which measures the 
amount of solar radiation at the top of Earth’s at-
mosphere, has been directly monitored by satellites 
since 1978. TSI varies on a wide range of timescales, 
the most relevant of which for understanding recent 
stratospheric climate and ozone changes is the ap-
proximately 11-year cycle during which TSI varies by 
about 1 W m−2 (<0.1%) between solar cycle maximum 
and minimum (Haigh, 2007). When solar activity 
is high, incoming solar UV radiation is enhanced, 

impacting ozone production in the stratosphere and 
mesosphere (Haigh, 2007). Changes in the absorption 
of UV radiation by ozone then impacts stratospher-
ic temperature distributions and, consequently, cir-
culation and climate (Gray et al., 2010). The impact 
of solar cycle variations on ozone depends on solar 
spectral irradiance (SSI) and, in particular, the frac-
tion of variance in the UV spectral region. The peak 
of the current 24th 11-year solar cycle, which started 
in December 2008, was weaker than previous cycles 
(Hathaway, 2015). At present, the sun is approaching 
a minimum phase of the solar cycle.

5.3 OBSERVED AND SIMULATED 
 CHANGES IN STRATOSPHERIC CLIMATE

Section 5.2 reviewed observed changes in some of 
the major constituents and external drivers of strato-
spheric climate. This section describes the current 
understanding from observations and model simu-
lations of recent and future changes in stratospheric 
climate and their drivers.

Figure 5-3. Calculated global mass burdens of major sulfur-bearing species from a specified dynamics (SD-)
WACCM VOLC simulation above the tropopause, shown as a function of time from 1 January 1980 to 31 
December 2015 (updated from Mills et al., 2016). The black line shows SO4 (sulfate); the green line, OCS (car-
bonyl sulfide); the yellow line, H2SO4 (sulfuric acid); and the red line, SO2 (sulfur dioxide). Mass burdens are 
shown in units of Gg (=109 g) of S. Note that the burden of dimethylsulfide in the stratosphere (10−3–10−2 Gg S) 
is too small to be shown. The spikes in the SO2 trace (red line) indicate where volcanic eruptions reached the 
stratosphere. The actual eruptions used are detailed in Mills et al. (2016). Note: there was an error in the orig-
inally published version due to an incorrect adjustment for molecular weights, so the burdens of the gases 
have shifted.
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5.3.1 Stratospheric Temperatures

Stratospheric temperature trends are a key marker for 
anthropogenic effects on the climate system (IPCC, 
2013; USGCRP, 2017). Moreover, stratospheric tem-
perature trends affect stratospheric ozone abundances 
through effects on the rates of photochemical reac-
tions (see Chapters 3 and 4). The 2014 Assessment 
concluded that over the past several decades, increas-
es in atmospheric GHGs and decreases in strato-
spheric ozone abundances have been the major ra-
diative drivers of global mean cooling in the middle 
and upper stratosphere. In the lower stratosphere, 
observed global mean cooling was largely attributed 
to stratospheric ozone changes over the past few de-
cades. The latitudinal structure of stratospheric tem-
perature trends is strongly influenced by changes in 
the stratospheric overturning circulation (see Section 
5.3.2), which may be externally forced and/or associ-
ated with internal variability. This section focuses on 
what has been learned about stratospheric tempera-
ture trends since the 2014 Ozone Assessment, notably, 
improved constraints on satellite-observed tempera-
ture trends and new efforts to attribute observed and 
model-simulated temperature variability and trends 
to natural and anthropogenic drivers.

5.3.1.1 obServed temperature ChangeS

Observations of stratospheric temperatures come 
from operational radiosondes, operational polar 
orbiting satellites, GPS Radio Occultation satellite 
networks, and from research satellites and rocket 
sondes. Radiosonde observations span the longest 
time period (starting in the late 1950s), but there are 
discontinuities due to changes in instrumentation 
and location of stations, and they cover only the lower 
part of the stratosphere. Consequently, homogenized 
datasets based on radiosondes have been construct-
ed to improve the accuracy of radiosonde tempera-
ture time series, e.g., IUK (Sherwood and Nishant, 
2015); RATPAC (Lanzante et al., 2003); RAOBCORE 
and RICH (Haimberger et al., 2012); and HADAT2 
(Thorne et al., 2005). Global temperature data for 
the stratosphere are available from the Microwave 
Sounding Unit (MSU) and Stratospheric Sounding 
Unit (SSU) satellite instruments that flew on opera-
tional polar orbiters and provided coverage from late 
1978 to 2005. MSU and SSU measure stratospheric 
temperatures over four broad layers covering the 
lower stratosphere (MSU Channel 4 [MSU4], 13–22 

km; and SSU Channel 1 [SSU1], 25–35 km), the mid-
dle stratosphere (SSU Channel 2 [SSU2], 35–45 km), 
and the upper stratosphere (SSU Channel 3 [SSU3], 
40–50 km). These instruments were replaced by the 
Advanced Microwave Sounding Unit (AMSU), which 
started flying in 1998. Continuing the record has re-
quired merging the MSU/SSU data with AMSU data 
or with measurements from other recent satellite re-
cords (see below). 

The 2014 Ozone Assessment highlighted a significant 
discrepancy in global long-term temperature trends in 
the middle stratosphere between the two independent 
analyses of the SSU record from the UK Met Office 
and the National Oceanographic and Atmospheric 
Administration (NOAA). The NOAA Center for 
Satellite Applications and Research (STAR) SSU v1.0 
dataset (Wang et al., 2012) showed temperature trends 
over 1979–2006 of −1.24 ± 0.13, −0.93 ± 0.14, and −1.01 
± 0.19 K decade−1 in SSU1, SSU2, and SSU3, respec-
tively (Wang et al., 2012). These could be compared 
with trends in the UK Met Office SSU dataset available 
at that time of −0.52 ± 0.23, −0.40 ± 0.23, and −1.27 ± 
0.33 K decade−1 (Wang et al., 2012). The NOAA STAR 
dataset therefore showed substantially larger cooling 
trends in SSU1 and SSU2 and a weaker cooling trend 
in SSU3 compared to the UK Met Office dataset.

Since the 2014 Ozone Assessment, both groups have 
published revised versions of their SSU datasets (Nash 
and Saunders, 2015; Zou et al., 2014). The reprocessed 
SSU records show much greater consistency in the es-
timated global and annual mean temperature trends 
throughout the stratosphere than was reported in the 
2014 Assessment (Seidel et al., 2016) (Figure 5-4). 
This reflects substantial progress in understanding the 
sources of differences in temperature trends between 
the two SSU datasets, but differences remain that are 
larger than the uncertainty estimates provided by 
each research team (Seidel et al., 2016). The satellite 
observations in Figure 5-4 show global stratospher-
ic cooling of about 1.5 K (25–35 km), 1.5 K (35–45 
km), and 2.3 K (40–50 km) between 1979 and 2005. 
The largest outstanding discrepancies are in SSU2 
and SSU3, where the NOAA dataset shows stronger 
cooling in SSU2 by about 0.6 K and weaker cooling 
in SSU3 by about 0.3 K than in the UK Met Office 
dataset. However, the reprocessed NOAA SSU dataset 
shows a vertical coherency in stratospheric tempera-
tures that is more consistent with model simulations 
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than the UK Met Office dataset (Seidel et al., 2016), 
suggesting that the NOAA SSU dataset provides a 
more physically consistent representation of strato-
spheric temperatures.

Since the 2014 Assessment, there have been efforts 
to extend the SSU record, which ended in 2006, to 
near-present day using more recent satellite mea-
surements, including AMSU-A (Zou et al., 2016; 
McLandress et al., 2015), SABER, and MLS (Randel 
et al., 2016). The signal weightings as a function of 
altitude of the more recent satellite instruments are 
different from those of the SSU instruments. Recent 
studies have focused on developing methods to map 
the current satellite retrievals onto the SSU weighting 
functions in order to produce a consistent merged re-
cord. Analysis of stratospheric temperature trends in 
satellite records covering the recent past has revealed 
weaker trends after around 1997 (Zou et al., 2016; 
McLandress et al., 2015; Randel et al., 2016; Khaykin 
et al., 2017) (Figure 5-5), which is consistent with cur-
rent understanding of the timing of peak atmospher-
ic chlorine loading (see Chapter 1), the coincident 
changes in stratospheric ozone trends (see Chapters 
3 and 4), and associated effects on stratospheric tem-
peratures (Ferraro et al., 2015; Randel et al., 2017).

In the lower stratosphere (13–22 km), the three 
MSU4 records, NOAA/STAR v4.0 (Zou et al., 2006), 
the Remote Sensing Systems (RSS) v3.3 (Mears et al., 
2011), and the University of Alabama in Huntsville 
(UAH) v6.0 data sets (Christy et al., 2003), show a net 
cooling in the global mean between 1979 and 2016 of 
about 1 K. The majority of the observed global lower 
stratospheric cooling in the MSU4 record occurred 
before the mid-1990s (Figure 5-4). Since then there 
has been little overall global temperature change in 
the MSU4 record (Seidel et al., 2016; Polvani et al., 
2017). The long-term cooling is interspersed by short-
term global stratospheric warming for a few years fol-
lowing the two major tropical volcanic eruptions in 
the epoch (El Chichón in 1982 and Mt. Pinatubo in 
1991). The stratospheric heating from volcanic aero-
sols peaks in the lower stratosphere (Figure 5-4d) but 
is also evident in the middle and upper stratosphere 
(Figure 5.4a–5.4c). 

The University of Alabama in Huntsville (UAH) 
MSU4 dataset shows slightly stronger cooling over 
the record, by about 0.2 K, compared to the NOAA 

STAR and Remote Sensing Systems (RSS) MSU4 
datasets (Figure 5-4d) (Seidel et al., 2016). The ma-
jority of the differences in temperature trends be-
tween the three MSU4 datasets are associated with 
temperature changes at high latitudes (Seidel et al., 
2016). The three MSU4 records agree reasonably 
well, in the global mean, with the radiosonde datasets 
RAOBCORE and RICH (Figure 5-4d), but the com-
parison with the radiosonde data is problematic be-
cause the disagreement between the two radiosonde 
datasets is as large as the difference between either of 
them and the MSU4 datasets.  

As reported in the last Assessment, long-term MSU4 
temperature trends show considerable structure in 
latitude and by season. Figure 5-6a shows MSU4 
temperature trends over 1979–1997. The trends show 
significant cooling throughout most of the year in the 
tropics and also in mid-latitudes, with enhanced cool-
ing in the Antarctic in austral spring and summer. An 
enhanced cooling in the Arctic in mid-winter as well 
as a warming in SH high latitudes in August are also 
observed, but these are not reproduced by the chem-
istry–climate models (Figure 5-6b), suggesting this is 
likely a manifestation of the large internal variability 
in the polar stratosphere during winter affecting the 
calculated trends over a relatively short 19-year peri-
od (see Section 5.3.1.3). Over the period 1998–2016 
(Figure 5-6c), the tropics is the only region where 
significant cooling has been observed in the MSU4 
record in boreal late spring and early summer. 

In addition to satellite and in situ stratospheric tem-
perature measurements, there are numerous meteo-
rological reanalysis datasets produced by the world’s 
meteorological services. Reanalysis products are 
widely used in the literature for atmospheric pro-
cess studies, but developers have cautioned against 
their use for climate trend studies, owing to potential 
discontinuities in the records that can be introduced 
by the integration of different satellite records into 
the model data assimilation system (Simmons et al., 
2014). The WCRP SPARC Reanalysis Intercomparison 
Project (S-RIP) has recently assessed the representa-
tion of long-term stratospheric temperature changes 
in a number of current reanalysis systems (Long et al., 
2017). These reanalysis products have been compared 
with the NOAA STAR MSU/AMSU v3.0 and SSU v2.0 
SSU1 and SSU2 records by sampling the pressure level 
output fields with the satellite weighting functions 
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Figure 5-4. Time series of global mean stratospheric temperature anomalies from 1979 to 2016. Panels show 
SSU Channels 3, 2, 1 (SSU3, SSU2, SSU1; a, b, c) and MSU channel 4 (MSU4; d) for the altitude ranges, datasets, 
and model outputs indicated in the legends. Gray lines indicate results from a total of 23 ensemble members 
across 14 Chemistry-Climate Model Initiative (CCMI) models for the REF-C2 experiment, weighted by the 
appropriate satellite weighting function for comparison with observations. All data in panel d are shown as 
monthly averages except the UK Met Office dataset, which uses 6-month averages, and the two radiosonde 
datasets, which are annual means. The radiosonde data are as in Figure 2.8 of Blunden and Arndt (2017). 
Anomalies are shown relative to 1979–1981. Adapted from Maycock et al. (2018).
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(Long et al., 2017). In the lower stratosphere, the re-
analyses generally show weaker long-term cooling 
compared to MSU4, by up to ~0.5 K (~50%) over 
the period 1979–2015. There are larger differences 
in the temperature trends among the reanalyses in 
the middle and upper stratosphere, with the NCEP 
Climate Forecast System Reanalysis (CFSR) show-
ing particularly large and unrealistic interannual and 
decadal variations, owing to its construction from 
multiple streams (Long et al., 2017). In other current 
reanalysis datasets, the differences in the long-term 
global mean temperature change in SSU1 and SSU2 
compared to observations are typically <1 K over 
1979–2015. In conclusion, current reanalyses show 
deficiencies in capturing both short- and long-term 
variations in stratospheric temperatures found in sat-
ellite measurements.

5.3.1.2 Simulation and attribution of paSt global 
StratoSpheriC temperature ChangeS

New studies published since the 2014 Assessment 
have quantified the contribution of different external 
factors, such as changing GHG concentrations and 
ozone (or ozone-depleting substance; ODS) con-
centrations, to observed stratospheric temperature 
changes over the satellite era.

According to one study, which applied a standard de-
tection and attribution analysis to global stratospheric 

temperature records from the NOAA/STAR SSU v1.0 
dataset, the effects of GHGs and ozone were not dis-
tinguishable separately in the middle to upper strato-
sphere (Mitchell, 2016), consistent with the conclu-
sion of the 2014 Assessment. Another study, which 
analyzed chemistry–climate model experiments with 
incrementally added forcing agents and prescribed 
observed SSTs, found that ODSs contributed about 0.4 
K (one-quarter) of the global mean cooling in SSU1 
and about 0.7 K (one-third) of the cooling in SSU2 
between 1979 and 1997, with virtually all cooling after 
2000 being attributed to GHGs (Aquila et al., 2016) 
(see Figure 5-7 for SSU2). In the upper stratosphere 
in SSU3, both a standard detection and attribution 
approach (Mitchell, 2016) and a chemistry–climate 
model study (Aquila et al., 2016) attribute about 
two-thirds of the long-term global average cooling 
between 1979 and 2005 to GHGs and one-third to 
ODSs. Chemistry–climate model experiments with 
incrementally added forcings further demonstrate that 
the relatively rapid decreases in global upper-strato-
spheric temperatures that occurred in the early 1980s 
and early 1990s were likely the result of a coincidence 
between a relative decrease in temperature following 
warming from major tropical volcanic eruptions and 
the declining phase of the 11-year solar cycle (Aquila et 
al., 2016). Stratospheric water vapor changes may have 
also contributed to cooling in the lower stratosphere 
over the last 30 years (Maycock et al., 2014); however, 

Figure 5-5. Observed annual mean stratospheric temperature trends in a merged satellite (SSU and MLS) 
record for the periods (a) 1979–1997 and (b) 1998–2016. Thick solid lines show MSU/AMSU, thin solid lines 
show SSU1, dashed lines show SSU2, and dotted lines show SSU3. Updated from Randel et al. (2016).
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the magnitude of this effect is not well constrained 
due to uncertainties in global long-term stratospheric 
water vapor trends (see Section 5.2.2).

In the last Assessment, simulations from climate mod-
els and chemistry–climate models were found to show 
weaker global average cooling than estimated from 
observations in the lower and upper stratosphere. 
In the middle stratosphere (35–45 km), the modeled 
trends were within the range of the observational un-
certainty (Thompson et al., 2012). Figure 5-4 shows 
simulated global average stratospheric temperature 
anomalies in the CCMI REF-C2 experiment (see 
Chapter 3 and Morgenstern et al. (2017) for model 
details) alongside the satellite observation datasets 
described above (Maycock et al., 2018). The model 

pressure level output has been sampled according to 
the satellite weighting functions to facilitate the com-
parison with observations. The main new findings 
are that the model-simulated temperature changes 
are now in good agreement with the revised NOAA 
STAR SSU dataset in the upper stratosphere (40–50 
km), whereas the revised UK Met Office record still 
shows stronger cooling than simulated in the chem-
istry–climate models, as was reported in the 2014 
Assessment. In the lower stratosphere in the MSU4 
(13–22 km) and SSU1 (25–35 km), the models show 
on average slightly weaker long-term cooling than ob-
served, similar to the findings of the 2014 Assessment, 
though the observed trends lie within the range of 
individual model realizations (Maycock et al., 2018). 

Figure 5-6. Lower-stratospheric temperature trends over the periods (a, b) 1979–1997 and (c, d) 1998–2016 in 
K per decade as a function of latitude and month from (a, c) satellite MSU/AMSU NOAA/STAR v4.0 (MSU4) and 
(b, d) multi-model mean MSU4 temperatures from 12 CCMI models for the REF-C2 simulation. The following 
years, which were influenced by volcanic eruptions, are treated as missing data in panels a and b: 1982, 1983, 
1991, 1992, 1993. The hatching in panels a and c shows where the magnitude of the observed trend is within the 
5–95% range of simulated internal variability, estimated from the spread in modeled trends, and is therefore 
estimated to be not statistically significant (at the 95% confidence level). Hatching in panels b and d shows where 
the observed MSU4 trends in panels a and c lie outside the 5–95% range of model trends, thus showing areas 
where the simulated and observed trends are inconsistent. Based on datasets described in Maycock et al. (2018).
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The difference in global mean lower-stratospheric 
temperature trends is at least partly associated with 
the CCMI multi-model mean showing weaker cool-
ing in the tropics than found in observations (Figure 
5-6b). Note that many of the CCMI models did not 
include the radiative effects of volcanic aerosols in 
the REF-C2 experiment, following the interpretation 
of the experimental design by modeling groups, and 
hence most of the models do not capture stratospheric 
warming following the two major volcanic eruptions 
since 1979 (Figure 5-4). In conclusion, there is now 
greater consistency between observed and modeled 
global stratospheric temperature trends in all the SSU 
channels, and this is largely the result of the updates to 

the satellite records since the 2014 Assessment rather 
than any major changes in the modeled temperature 
trends (McLandress et al., 2015; Maycock et al., 2018).

5.3.1.3 Simulation and attribution of paSt polar 
 StratoSpheriC temperature trendS

In addition to the attribution of global mean strato-
spheric temperature changes to different external fac-
tors, studies have separately analyzed the contribution 
of radiative and dynamical processes to seasonal polar 
stratospheric temperature trends. Dynamical contri-
butions to temperature changes occur through adia-
batic heating (cooling) associated with downwelling 
(upwelling) motion. In the Arctic, studies indicate an 

Figure 5-7. SSU2 (35–45 km) global mean monthly 
temperature anomalies in satellite observations 
(black line) (McLandress et al., 2015) and the Goddard 
Earth Observing System Chemistry-Climate Model 
(GEOSCCM; red line). The five panels show experi-
ments with forcings added incrementally: (a) SSTs (sea 
surface temperatures), (b) SSTs + GHGs (greenhouse 
gases), (c) SSTs + GHGs + ODSs (ozone-depleting sub-
stances), (d) SSTs + GHGs + ODSs + Volc (volcanoes), 

(e) SSTs + GHGs + ODSs + Volc + Sun (solar). Time series are plotted as anomalies relative to the 1995–2011 
average. The solid red lines show the model ensemble means, and the shaded areas show the spread across 
the three ensemble members. Adapted from Aquila et al. (2016). 
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important role for dynamical processes in determin-
ing the observed long-term lower-stratospheric cool-
ing in boreal spring, though the precise magnitude of 
the dynamical contribution depends on the approach 
used to separate the radiative and dynamical contri-
butions (Bohlinger et al., 2014; Ivy et al., 2016). In the 
Arctic in boreal summer, the observed stratospheric 
cooling at 50 hPa is smaller in magnitude and is, as 
expected, dominated by the radiative effects of in-
creasing GHGs and ozone. In the Antarctic, changes 
in dynamics have acted to slightly enhance the radia-
tive cooling from ozone loss in austral spring but have 
offset part of the radiative cooling in austral summer, 
resulting in weaker lower-stratospheric tempera-
ture trends than would arise from radiative effects 
alone (Keeley et al., 2007; Orr et al., 2013; Ivy et al., 
2016). Thus, the observed long-term cooling trend in 
the Antarctic lower stratosphere in austral spring is 
slightly enhanced by the effect of dynamical feedbacks 
to the observed ozone trends (see Chapter 4). Since 
2000, during the period when emergence of healing of 
the Antarctic ozone hole has been observed (Solomon 
et al., 2016), Antarctic lower-stratospheric tempera-
ture trends show a warming in austral spring, which 
can be partly attributed to radiative effects of ozone 
trends as well as to dynamical changes that may be 
associated with internal variability (Solomon et al., 
2017).

Chemistry–climate model experiments show sub-
stantial differences in polar temperature trends, par-
ticularly in the lower stratosphere, between different 
ensemble members forced with identical observed 
SSTs, sea ice, and external forcing agents and initial-
ized using a range of atmospheric initial conditions 
(Randel et al., 2017; Maycock et al., 2018) or with 
slight differences in the model parameterizations 
(Garfinkel et al., 2015a). In fact, the spread of simu-
lated trends suggests that recent observed polar tem-
perature trends (Figure 5-6b) are not inconsistent 
with internal variability, assuming that these mod-
els offer a realistic representation of the forced and 
unforced components of stratospheric temperature 
change. For example, although the CCMI REF-C2 
multi-model mean does not capture the recent ob-
served Arctic warming in boreal winter and cool-
ing in boreal spring in the MSU4 (Figure 5-6b), the 
observed trends in the Arctic lie within the range of 
model simulations (Maycock et al., 2018). Observed 

SST changes have been estimated to account for about 
half of the recent Arctic stratospheric cooling trend 
in boreal spring (Garfinkel et al., 2015a), which is 
broadly in agreement with the estimated dynamical 
contribution to Arctic temperature trends discussed 
in Section 5.3.1.2 (Bohlinger et al., 2014; Ivy et al., 
2016). The models in Figure 5-6b either included a 
coupled ocean or used SST and sea ice boundary con-
ditions from another model simulation, and thus the 
evolution of SSTs will likely differ from observations, 
though any forced component of SST change and its 
effect on polar temperature trends should be at least 
partly captured. 

5.3.1.4 Simulated Future StratoSpheric 
 temperature ChangeS

As described in the 2014 Ozone Assessment, future 
global stratospheric temperature trends will be de-
termined by the relative rates of change in the major 
drivers of temperature in the stratosphere: CO2, ozone, 
and, to a lesser extent, stratospheric water vapor. For a 
low GHG scenario, projected increases in ozone may 
result in a weak or even a small positive global tem-
perature trend in the upper stratosphere (Maycock, 
2016). For higher GHG scenarios, global cooling in 
the upper stratosphere due to projected CO2 increases 
dominates over the warming effect from increasing 
ozone, and therefore temperatures are projected to 
decrease over the 21st century (Stolarski et al., 2010; 
Douglass et al., 2012; Maycock, 2016). One possible 
source of uncertainty in future temperature trends, 
particularly in the lower stratosphere, is the large 
spread in projected stratospheric water vapor concen-
trations (Smalley et al., 2017), though this effect has 
not yet been quantified.

The latitudinal and seasonal patterns of future tem-
perature trends in the lower stratosphere also depend 
on the GHG scenario. Figure 5-8 shows project-
ed temperature trends at the altitude of the MSU4 
channel from the CCMI REF-C2 experiment. The 
projected warming in the Antarctic in austral spring 
and summer is very prominent over the first half of 
this century as the ozone hole reduces in depth and 
extent (see Chapter 4). This warming is about a fac-
tor of two smaller for the medium-to-high GHG sce-
nario (RCP-6.0; Figure 5-8a) than for the low GHG 
scenario (RCP-2.6; Figure 5-8c). Polar stratospheric 
temperature trends are also affected by changes in 
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the deep branch of the stratospheric overturning cir-
culation (see Section 4.3.4). In the Arctic, the CCMI 
models simulate a mid-winter warming in the lower 
stratosphere over the first half of the century. Future 
Arctic lower-stratospheric temperature trends will be 
determined by a balance between changes in high-lat-
itude wave driving and associated changes in down-
welling over the pole as well as radiative effects from 
changes in ozone and GHGs (Oberländer et al., 2013; 
Rieder et al., 2014; Langematz et al., 2014; Bednarz 
et al., 2016). These findings are generally consistent 
with the 2014 Ozone Assessment. Over the second 
half of the 21st century, there is projected warming in 
the lower stratosphere across most of the tropics and 
subtropics in the low GHG scenario (Figure 5-8d), 
whereas the models project cooling in this region for 
the medium-to-high GHG scenario (Figure 5-8b). 
Thus, the sign of projected tropical lower-stratospher-
ic temperature trends over the second half of the 21st 
century is dependent on the GHG scenario.

5.3.2 Brewer–Dobson Circulation 

Changes in the strength of the stratospheric overturn-
ing circulation, or the Brewer–Dobson circulation 
(BDC), are key drivers of changes in stratospheric 
temperature (see Section 5.3.1), tracer concentra-
tions (see Chapter 3, Section 3.4.2, and Chapter 4, 
Section 4.3.4), and stratosphere–troposphere ex-
change (Section 5.3.3). This section is dedicated to 
assessing the main advances in understanding of the 
BDC since the last Assessment, with special emphasis 
on the long-term trends.

5.3.2.1 obServationS

The BDC is not directly measured and thus has to be 
derived indirectly from temperature observations, 
dynamical reanalysis fields, or tracer measurements. 
While a strengthening of the BDC is simulated in 
response to climate change, it has remained elusive 
in the observations. The 2014 Ozone Assessment 

Figure 5-8. CCMI multi-model mean zonal-mean MSU4 channel (~13–22 km) temperature trends (K per 
decade) over the periods (a, c) 2000–2049 and (b, d) 2050–2099 under (a, b) the medium-to-high greenhouse 
gas (GHG) scenario (RCP-6.0; 12 models) and (c, d) the low GHG scenario (RCP-2.6; 4 models). Regions where 
less than two-thirds of the models agree on the sign of the trend are hatched. Based on model simulations 
described in Morgenstern et al. (2017) and Maycock et al. (2018).
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examined a few studies that provided evidence of an 
acceleration in lower-stratospheric tropical upwelling 
in recent decades (Fu et al., 2010; Young et al., 2012), 
while no consistent trends in the BDC were found in 
the upper stratosphere. Since then, additional studies 
have inferred BDC trends from satellite and radio-
sonde temperature observations in the lower strato-
sphere (Ossó et al., 2015; Fu et al., 2015), obtaining an 
estimated acceleration of annual mean upwelling in 
the lower stratosphere of about 2% per decade, which 
is in quantitative agreement with climate model trends 
(e.g., Butchart, 2014). The 2014 Assessment highlight-
ed inconclusive results on BDC trends inferred from 
reanalysis data; however, new studies have obtained 
estimates of an acceleration in lower-stratospheric 
tropical upwelling of 2–5% per decade in reanalyses 
(Fueglistaler et al., 2014; Abalos et al., 2015; Miyazaki 
et al., 2016), consistent with climate model trends. 
This advance is due to the combination of several 
reanalysis datasets and estimates to extract common 
signals among them. Nevertheless, these studies re-
veal a large spread in both the baseline magnitude and 
the long-term trends of the BDC among different re-
analysis datasets and different methods for estimating 
the circulation. Moreover, in contrast with the broad 
agreement on acceleration in the lower-stratospheric 
BDC, the sign of the trends in the middle and upper 
stratosphere remains uncertain. This is because re-
analyses are affected by major discontinuities above 
~10 hPa, which hampers deriving trends at these lev-
els (Simmons et al., 2014; Abalos et al., 2015). Note 
that in general, reanalyses are deemed to be unreliable 
for studying long-term stratospheric changes (see 
Section 5.3.1.1). While this undermines confidence 
in estimated BDC trends from reanalyses, reanalyses 
remain the only available observational-based source 
with global coverage; therefore, these estimates cur-
rently cannot be verified against independent data. 

Long-lived tracer measurements in the stratosphere 
can be used to derive the age of air (AoA), a mea-
sure of the net tracer transport circulation strength 
that integrates effects of both the advection by the 
overturning circulation and mixing (see Box 5-2). 
Reconciling the observed and modeled AoA trends 
has been a major issue since an analysis of balloon 
measurements revealed a small aging of stratospheric 
air over the last decades (Engel et al., 2009), which was 
inconsistent with the negative AoA trends produced 

by climate models (Waugh, 2009). While the ob-
served trends in AoA reported in one study (Engel et 
al., 2009) were not highly statistically significant, they 
have been recently supported with extended observa-
tions for 2015–2016 (Engel et al., 2017). In the 2014 
Assessment, it was mentioned that spatiotemporal 
sparseness of the measurements could be a key issue 
for interpreting the disagreement between models 
and data (Garcia et al., 2011). To address this issue, 
long-term (>30 years) AoA trends have been obtained 
by combining observations with models of varying 
complexity (Ray et al., 2014; Hegglin et al., 2014). 
These combined data–model-derived AoA estimates 
show negative trends in the lower stratosphere and 
positive trends in the middle stratosphere (consistent 
with Engel et al., 2017). One such example is illus-
trated in Figure 5-9, which shows the AoA trends 
for the NH mid-latitudes as a function of altitude de-
rived from tracer observations (Ray et al., 2014). AoA 
trends derived from the ERA-Interim reanalysis show 
a qualitatively similar structure (Diallo et al., 2012; 
Ploeger et al., 2015), although this result is likely to 
depend on the reanalysis dataset. The decrease in AoA 
in the NH mid-latitude lower stratosphere shown in 
Figure 5-9 and in another study (Hegglin et al., 2014) 
is consistent with the estimated increase in the over-
turning circulation described above; however, as out-
lined in Box 5-2, AoA is strongly affected by mixing, 
and hence its local trends do not necessarily indicate 
changes in overturning circulation. Importantly, these 
new studies also demonstrate that the observed de-
crease in AoA in the lower stratosphere can be rec-
onciled within uncertainties with the trends derived 
from chemistry–climate models, while the disagree-
ment between observations and models remains at 
higher altitudes.

Global estimates of AoA from satellite tracer mea-
surements are available only for about a decade after 
2002. Over this recent period, the observations show 
trends of opposite sign in the two hemispheres, with 
AoA decreasing in the Southern Hemisphere and in-
creasing in the Northern Hemisphere (Stiller et al., 
2012; Haenel et al., 2015). This behavior is consistent 
with AoA trends over the same period independent-
ly derived from HCl measurements (Mahieu et al., 
2014) and from the ERA-Interim reanalysis (Ploeger 
et al., 2015). The main difference between the decadal 
and the long-term trends in the reanalysis is that the 



Chapter 5 | Ozone and Climate

5.22

Box 5-2. What Is the Age of Stratospheric Air?

The Brewer–Dobson circulation (BDC) controls, to a large extent, the global distributions of tracers in the 
stratosphere, including ozone (see Chapters 3 and 4). Despite its relevance, there remain large uncertainties 
in the mean magnitude and the long-term trends of the BDC, as this planetary-scale circulation cannot 
be directly measured (Butchart, 2014). The mean age of stratospheric air (AoA) is an estimate of the time 
of residence of an air parcel in the stratosphere since it entered through the tropical tropopause (Hall and 
Plumb, 1994; Waugh and Hall, 2002). Mean AoA can be inferred from observations of long-lived tracers 
with near-linear tropospheric sources, such as SF6 or CO2, and thus constitutes a useful benchmark for the 
representation of stratospheric transport in models (Waugh and Hall, 2002). The annual mean climatology 
of AoA derived from the MIPAS satellite data is shown in Box 5-2 Figure 1a. There is broad agreement 
among independent observations showing ages of 4–6 years in the lower stratosphere mid-latitudes (~40–
60°N, ~20–25 km) and less agreement at high and low latitudes and at higher levels (Haenel et al., 2015).

The AoA structure in Box 5-2 Figure 1a results from the combined effect of two components, as illustrated 
in Box 5-2 Figure 1b: slow mean advection by the overturning circulation (including shallow and deep 
branches; e.g., Birner and Boenisch, 2011) and rapid two-way quasi-isentropic irreversible mixing (see also 
Plumb, 2002; Shepherd, 2007). Accordingly, the AoA can be separated into the residual circulation transit 
timescale (RCTT) (Birner and Boenisch, 2011) and the time due to mixing processes (aging by mixing) 
(Garny et al., 2014). While the overturning circulation tends to steepen the meridional AoA gradients, mix-
ing between the tropics and the extratropics causes recirculation of air parcels, increasing AoA throughout 
most of the stratosphere (see example trajectory in panel b).

Years

Latitude

Box 5-2 Figure 1. (a) Climatology of annual mean age of air 2002–2012 from MIPAS SF6 measure-
ments and (b) schematic of the net stratospheric tracer transport circulation, including overturning 
circulation and mixing components. (a) Note that MIPAS mean age is overestimated at high latitudes 
due to an SF6 mesospheric sink (Stiller et al., 2012). (a) Adapted from Haenel et al. (2015). (b) Adapted 
from Garny et al. (2014).
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AoA reduction in the NH lower stratosphere disap-
pears for the most recent period. This could be relat-
ed to an interruption in the acceleration of tropical 
upwelling in the lower stratosphere at the beginning 
of the 21st century (Aschmann et al., 2014), which is 
consistent with the observed reduced cooling of the 
tropical lower stratosphere over the first decade of the 
21st century as compared to the previous two decades 
(see Section 5.3.1.1) (Aquila et al., 2016; Polvani et 
al., 2017; Randel et al., 2016; Khaykin et al., 2017). 
Different mechanisms have been proposed to ex-
plain the changes in tropical upwelling since around 
2000, including ocean multi-decadal variability 
(Aschmann et al., 2014), the change in trend of atmo-
spheric ODS concentrations since the late 1990s (see 

Section 5.3.2.2), and internal atmospheric variability 
(Garfinkel et al., 2017a). Moreover, the opposite sign 
of mean AoA trends in each hemisphere over the peri-
od 2002–2012 can be understood as a southward shift 
of the tropical upwelling region (Stiller et al., 2017); 
while the cause of this shift remains unclear, when 
its effects on AoA are removed, the remaining mean 
AoA trends are consistent with model predictions in 
the lower stratosphere (Stiller et al., 2017).

In addition to estimating long-term trends in the 
BDC, there are substantial uncertainties in estimates 
of the absolute strength of the overturning circulation 
among reanalyses (e.g., Abalos et al. (2015) estimate a 
40% uncertainty). Using the meridional age gradient 

Box 5-2, continued.

Furthermore, due to irreversible mixing, an air parcel traveling in the stratosphere does not maintain its 
identity, and the AoA at any location is fully described by a transit time distribution referred to as the age 
spectrum, which reflects a diversity of individual pathways followed by the elements forming the air mass 
(Hall and Plumb, 1994; Waugh and Hall, 2002). The mean age constitutes the first moment of the statistical 
distribution. Typical stratospheric age spectra feature long tails of old transit times due to aging by mixing, 
such that the mean age is usually longer than the modal age (peak of the age spectrum). Multiple peaks in 
the age spectrum reflect seasonal and interannual variability in the circulation (Ploeger and Birner, 2016). 
Understanding the separate contributions of the distinct transport mechanisms to the mean age and the 
age spectrum is key to constraining transport processes in models and their long-term trends, which are 
currently subject to large uncertainties.

Mean Age Trends NH Mid-latitudes 1975–2012
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Figure 5-9. Profiles of trends in the North-
ern Hemisphere (NH) mid-latitude mean 
age of air (in percent per decade) from 
1975 to 2012. Green symbols are trends 
derived from in situ tracer observations 
combined with a simple mechanistic 
model. Red symbols represent average 
trends from four ocean-coupled CCM-
Val2 models. Orange symbols represent 
average trends from nine ocean-cou-
pled CCMI models. Error bars represent 
the standard deviation of the mean of 
all model trends at each level and, for 
observations, the 1σ uncertainty on the 
trend estimate at each level. Update to 
Ray et al. (2014). 
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as a metric of the strength of the stratospheric over-
turning circulation, good agreement is found between 
two different observational estimates at an altitude of 
20 km (Neu and Plumb, 1999; Linz et al., 2016; Linz 
et al., 2017). The inferred value for the strength of the 
circulation is also shown to fall within the reanalysis 
uncertainty range and to agree with estimates from a 
climate model (Linz et al., 2017). In contrast, at higher 
levels, there is a 100% uncertainty in the circulation 
strength, with reanalyses and models showing signifi-
cantly faster circulation than the observational esti-
mate. This difference could be due to the fact that the 
AoA derived from SF6 observations is overestimated, 
because this tracer has mesospheric sinks that lead to 
smaller concentrations of the tracer at high latitudes 
than if it were passively transported (e.g., Waugh and 
Hall, 2002; Haenel et al., 2015; Kovács et al., 2017). 
Nevertheless, the absolute strength of the overturning 
circulation remains highly uncertain in the middle 
and upper stratosphere (Linz et al., 2017). 

5.3.2.2 Simulated paSt and future ChangeS 
 of the bdC

The 2014 Ozone Assessment highlighted that chem-
istry–climate models robustly predict a long-term 
acceleration of the BDC in response to anthropogenic 
climate change (Hardiman et al., 2014; Palmeiro et 
al., 2014). This result stands for the new CCMI sim-
ulations (Morgenstern et al., 2018), while updated 
observational estimates still feature a near-zero trend 
or decelerating net transport circulation at mid-lati-
tudes in the NH middle stratosphere (see Figure 5-9). 
The main recent advances in the analysis of trends in 
models have been through taking into account the 
potential contribution of large internal atmospher-
ic variability on trends by assessing the role of the 
length of the period considered and through showing 
the importance of having several ensemble members 
for each simulation type. It was found that, while 
the BDC robustly accelerates over the last 55 years 
in chemistry–climate model simulations, when the 
period is limited to the last 25 years, some ensemble 
members show a slowing of tropical upwelling and an 
increase in NH mid-latitude mean AoA in the mid-
dle to upper stratosphere (Garfinkel et al., 2017a). It 
has also been found that the minimum record length 
needed to statistically distinguish a forced signal from 
the internal variability is about 30 years for a BDC 
trend of 2% per decade (Hardiman et al., 2017). This 

implies that shorter observational records do not nec-
essarily reflect forced long-term trends. These results 
could potentially reconcile the modeled and observed 
AoA trends over shorter periods when most data have 
been collected, though discrepancies still remain with 
the longest observational records that began more 
than 40 years ago (Figure 5-9). On a wider perspec-
tive, one model study (Muthers et al., 2016) suggests 
that changes in mean AoA in the 20th and 21st centu-
ries are unprecedented since the 1600s. However, this 
single-model result remains to be confirmed by other 
studies. Regarding future BDC trends, several CCMI 
models show the entire BDC being lifted as the tropo-
pause rises (Oberländer-Hayn et al., 2016). Such close 
connection between the tropopause rise and the BDC 
acceleration may have implications for stratosphere–
troposphere exchange (see Section 5.3.3).

A number of recent studies have highlighted the 
importance of assessing changes in isentropic eddy 
mixing in addition to the overturning circulation for 
interpreting long-term trends in the net stratospheric 
tracer transport and for comparing models to obser-
vations (Garny et al., 2014; Ray et al., 2014; Ploeger 
et al., 2015; Abalos et al., 2016; Miyazaki et al., 2016; 
Ray et al., 2016; Ploeger and Birner, 2016; Dietmüller 
et al., 2017). These studies build on a few previous 
studies addressing this issue (Ray et al., 2010; Li et 
al., 2012). They show that AoA trends derived from 
ERA-Interim reanalysis can be largely attributed to 
long-term trends in the isentropic mixing (Ploeger et 
al., 2015). Because isentropic mixing is a fundamen-
tal component of stratospheric tracer transport and 
its effect is integrated in AoA (see Box 5-2), it has to 
be adequately represented in models. Although two-
way mixing and the mean overturning circulation 
are intrinsically coupled (both are driven by Rossby 
wave breaking), their combined effects on AoA, an 
integrated Lagrangian measure of transport, are not 
straightforward (Garny et al., 2014; Ploeger et al., 
2015; Ploeger and Birner, 2016). 

Previous model studies have examined the impact of 
ODS-driven ozone depletion and recovery on past 
and future BDC and AoA trends (e.g., Li et al., 2008; 
Oman et al., 2009; McLandress et al., 2010; Oberländer 
et al., 2013). Since the last Assessment, additional ev-
idence from chemistry–climate model simulations 
has shown that Antarctic ozone depletion is the main 
driver of the observed BDC acceleration in the SH 
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summer over the past several decades (Keeble et al., 
2014; Oberländer-Hayn et al., 2015; Garfinkel et al., 
2017a; Polvani et al., 2018; Morgenstern et al., 2018; 
Li et al., 2018). Figure 5-10a shows the dominant role 
of ODSs in driving the SH polar downwelling acceler-
ation until the year 2000. The changes in annual mean 
downwelling seen in Figure 5-10a predominantly re-
flect changes in austral summer (Polvani et al., 2018). 
Also shown in Figure 5-10a is a trend in polar down-
welling in the 21st century of opposite sign, due to 
the ozone recovery (Oberländer et al., 2013; Polvani et 
al., 2018). The ODS influence on the BDC is not lim-
ited to the Antarctic region, and a number of recent 
modeling studies have quantified the global influence 
(Oberländer-Hayn et al., 2015; Polvani et al., 2017; 
Garfinkel et al., 2017a; Polvani et al., 2018). Figure 
5-10b shows that, in a chemistry–climate model, a sig-
nificant fraction (about 50%) of the past acceleration 
of the annual mean upwelling in the tropical lower 
stratosphere is attributed to ODSs. In the future, the 
decrease of ODSs and ozone recovery are expected 
to significantly reduce the GHG-driven BDC annual 
mean acceleration trends (Figure 5-10b). Finally, the 
ODS impact on the NH polar downwelling trends is 
negligible (Figure 5-10c). These results from a single 

chemistry–climate model remain to be tested in other 
models. Interestingly, recent modeling works have 
shown that the ozone hole, despite driving a strong 
acceleration of the downwelling over the boreal sum-
mer Antarctic lower stratosphere, leads to an increase 
in AoA in that region and season (Morgenstern et al., 
2018; Li et al., 2018). This is attributed to the delay 
in the polar vortex breakup date, which implies that 
relatively old air remains isolated over this region. 
This result highlights the importance of considering 
changes in mixing for interpreting AoA trends. 

The influence of ODS-induced ozone changes on the 
net overturning circulation occurs through changes in 
wave forcing associated with thermally driven chang-
es in the background zonal wind. The wave forcing 
of the BDC cannot be viewed as predefined or fixed, 
as it may be affected by changes in radiation (Ming 
et al., 2016). Furthermore, there are important com-
pensating processes between waves of different spatial 
scales, some of which cannot be directly represented 
in models and so are parameterized (e.g., Cohen et al., 
2014; Sigmond and Shepherd, 2014).

Figure 5-10. Time series of annual mean residual (overturning) circulation at 70 hPa over the (a) SH polar cap 
(60°S–90°S), (b) tropics (30°S–30°N), and (c) NH polar cap (60°N–90°N) for different runs from the Community 
Earth System Model (CESM) with Whole Atmosphere Community Climate Model (WACCM) as its atmospheric 
component. The thin colored lines represent all forcing runs (blue), runs with ODSs fixed to 1960 levels (red), 
and runs with GHGs fixed to 1960 levels (green). Three members are shown for each simulation type. Thick 
lines show the linear fit for each ensemble mean for the periods 1965–2000 and 2000–2080. Adapted from 
Polvani et al. (2018). 



Chapter 5 | Ozone and Climate

5.26

5.3.3 Stratosphere–Troposphere Exchange

Since ~90% of the total ozone column resides in the 
stratosphere, changes in stratosphere–troposphere 
exchange (STE) are critical to the evolution of the 
tropospheric ozone burden and thus air quality (e.g., 
Collins et al., 2003; Zeng and Pyle, 2005; Hegglin and 
Shepherd, 2009). Some of the factors affecting fu-
ture changes in tropospheric ozone are addressed in 
Section 3.4.4 of Chapter 3 and in the recent IGAC 
Tropospheric Ozone Assessment Report (TOAR; 
see Young et al., 2018), which reports on the current 
understanding of tropospheric ozone in detail. Here 
we briefly assess the main advances since the 2014 
Assessment regarding STE.

The 2014 Assessment discussed improvements to 
chemistry–climate models through the merging of 
tropospheric and stratospheric chemistry schemes, 
and it discussed the contribution of STE to the tro-
pospheric ozone budget. The merged schemes result-
ed in improvements in modeled tropospheric ozone 
concentrations due to the inclusion of stratospheric 
ozone changes by ODSs and changes in the strength 
of the BDC (see Section 5.3.2). It was assessed that 
models consistently showed reduced ozone STE in 
the present compared to preindustrial times due to 
stratospheric ozone depletion, although the magni-
tude of the estimated change is model-dependent. On 
the other hand, model studies showed that concurrent 
ODS decreases and GHG increases in the future would 
lead to increased STE of ozone, with the magnitude 
of the change depending on the RCP scenario (see 
Section 4.5.3 in WMO (2014) and Section 11.3.5.1.2 
in IPCC (2013)). Since the last Assessment, our qual-
itative understanding of the expected future changes 
in STE has not been modified. Stratospheric ozone in-
flux into the troposphere is still expected to increase 
in the future, with the magnitude of the increase still 
model- and scenario-dependent, as discussed below. 

STE typically occurs due to isentropic mixing, often 
during the formation of tropopause folds and cutoff 
lows associated with mid-latitude cyclonic distur-
bances, for example in the Atlantic and Pacific storm 
tracks (Stohl et al., 2003). New studies on STE have 
been conducted, quantifying its spatial and seasonal 
variability (e.g., Yang et al., 2016), investigating the 
mechanisms of ozone transport from the lowermost 
stratosphere to the surface (Škerlak et al., 2014; Lin 

et al., 2015; Albers et al., 2018), and giving quanti-
tative observational constraints of the magnitude of 
tropospheric ozone changes due to STE (e.g., Neu 
et al., 2014). Stratosphere-to-troposphere ozone 
transport peaks in late spring and early summer in 
the Northern Hemisphere and shows little seasonal-
ity in the Southern Hemisphere (Yang et al., 2016). 
However, because it migrates seasonally in altitude 
following the subtropical jets, STE is strongest in win-
ter in the Northern Hemisphere at the lower isentro-
pes. This winter maximum is consistent with the peak 
of stratospheric ozone influence observed near the 
surface (Škerlak et al., 2014).

Nonetheless, difficulties remain in estimating the 
magnitude of STE. Large uncertainties have been re-
ported in the magnitude, geographic distributions, 
seasonality, and long-term changes of STE, depending 
on the definition of the tropopause and the reanalysis 
dataset used (Boothe and Homeyer, 2017). In addi-
tion, it has been shown that the use of monthly mean 
residual circulation vertical velocities yields large er-
rors in the estimated magnitude of ozone STE, result-
ing in different magnitude estimates in comparison to 
other methodologies (Hsu and Prather, 2014).

Ozone STE is controlled by the amount of ozone avail-
able in the lowermost stratosphere and also by the fre-
quency and location of stratospheric intrusion events. 
Because these are governed by different mechanisms 
and their relative importance remains unclear, the 
variability of ozone STE, and in particular the rela-
tionship with El Niño–Southern Oscillation (ENSO), 
is still under discussion (Neu et al., 2014; Hess et al., 
2015; Lin et al., 2015; Olsen et al., 2016; Albers et al., 
2018). New research since the last Assessment pro-
vides more evidence that both the acceleration of the 
BDC (see Section 5.3.2.2) and stratospheric ozone re-
covery (see Chapter 3) will tend to increase the future 
global tropospheric ozone burden through enhanced 
STE. Two new studies find a substantial correlation 
between the strength of the BDC, STE, and tropo-
spheric ozone during the observed period using sat-
ellite observations (Neu et al., 2014) and chemistry–
climate model simulations constrained by observed 
SSTs and validated against observed ozone variability 
(Hess et al., 2015). The covariability between STE and 
tropospheric ozone from observations was used to 
deduce that the projected strengthening of the BDC 
alone (that is, without accounting for ozone recovery) 

http://www.igacproject.org/activities/TOAR
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could lead to an increase in zonal mean tropospheric 
ozone of 2% by the end of the 21st century (Neu et al., 
2014). A larger increase in mid-tropospheric ozone of 
6% by 2100 due to BDC strengthening was obtained 
in one model study (Hess et al., 2015). The threefold 
difference between the two estimates highlights con-
siderable quantitative uncertainty in the future evolu-
tion of ozone STE. 

Several studies have estimated the role of STE for 
future tropospheric ozone using chemistry–climate 
model simulations that include the effects of climate 
change, in general agreeing that STE increases con-
tribute importantly to future tropospheric ozone 
abundances. These studies examine the influence of 
the stratosphere on the tropospheric ozone through 
STE by including a stratospheric ozone tracer (no 
chemical ozone production in the troposphere) in 
the simulations (Banerjee et al., 2016; Meul et al., 
2018). Figure 5-11 shows the changes in the strato-
spheric ozone tracer due to climate change and ODS 
reduction, as a diagnostic of the impact of changes in 
STE on tropospheric ozone between 2000 and 2100 
(Banerjee et al., 2016). A strengthened BDC under 
climate change following the RCP-8.5 scenario has its 
strongest effect on tropospheric ozone in the tropics 
and subtropics (Figure 5-11a), while stratospheric 
ozone recovery from declining long-lived ODSs has 
a larger role in the mid-latitudes and extratropics 
(Figure 5-11b). These results are consistent with re-
cent estimates that the stratosphere-to-troposphere 
transport of ozone will increase more than 50% by 
2100 under an RCP-8.5 scenario (Meul et al., 2018). 
Such increases in stratospheric ozone influx into the 
troposphere are consistent with those inferred in a 
multi-model study (Young et al., 2013) and model 
sensitivity studies (Kawase et al., 2011; Abalos et al., 
2017). These results highlight STE as an important 
factor for determining future changes in tropospheric 
ozone, although its quantitative role remains uncer-
tain due to the limited number of studies and the vari-
ations across current model results.

Future changes in tropospheric ozone will be de-
termined by a complex interplay between chemical 
and transport processes. While all studies agree that 
STE changes will tend to increase future tropospher-
ic ozone, the relative importance of STE versus tro-
pospheric chemistry for future tropospheric ozone 
trends remains an open question. A strong sensitivity 

to GHG scenario, as reported in the last Assessment, 
is supported by new model results, with studies 
finding a net decrease in the global burden of tropo-
spheric ozone in 2100 compared to that in 2000 in 
the RCP-6.0 scenario (Sekiya and Sudo, 2014; Revell 
et al., 2015) and an increase in the RCP8.5 scenar-
io (Banerjee et al., 2016; Meul et al., 2018). A major 
source of uncertainty in projections of tropospheric 
ozone is the future evolution of methane concentra-
tions, which are much larger in the RCP8.5 scenario 
than in the others. However, scenario dependence is 
not the only source of uncertainty in future tropo-
spheric ozone. A study using new simulations from 
multiple  chemistry–climate models finds consider-
able disagreement among models in tropospheric 
ozone even when the same scenario is considered, 
with much of the model spread being likely due to the 
uncertainty in stratospheric transport and STE trends 
(Morgenstern et al., 2018). A more detailed discus-
sion of future tropospheric ozone changes is given in 
Chapter 3, Section 3.4.4.

5.3.4 Stratospheric Winds 

5.3.4.1 polar vortiCeS

The characteristics of stratospheric wintertime polar 
vortices, such as their strength and duration, have a 
large impact on polar stratospheric ozone variability 
and can also affect tropospheric climate. Observed 
and projected variability and long-term changes in 
polar vortex characteristics are discussed in Chapter 
4. Here, we briefly review polar vortex changes with a 
focus on their implications for the troposphere.

Previous assessments reported an observed strength-
ening of the Antarctic polar vortex during austral 
spring and a delay in the vortex breakup date re-
sulting from diabatic cooling associated with ozone 
loss. Figure 4-3 in Chapter 4 shows that the trend 
toward later breakup dates did not continue during 
recent years, which were instead characterized by a 
large variability in breakup dates ranging between 
mid-November and mid-December. This year-to-
year variability is linked to variability in planetary 
wave activity, which is mostly driven by internal 
climate dynamics. No recent studies have analyzed 
projected changes in the Antarctic vortex and, in line 
with previous Assessments, it is expected that ozone 
recovery will lead to a weakening of the polar vortex 



ppbv
ppbv

90°S 60°S 30°S 30°N 60°N 90°N
0

0
90°S 60°S 30°S 30°N 60°N 90°N

Latitude

A
lti

tu
de

 (k
m

)
A

lti
tu

de
 (k

m
)

Latitude

Chapter 5 | Ozone and Climate

5.28

and a return to earlier breakup dates. A trend toward 
later breakup dates of the Antarctic vortex may reap-
pear in the late 21st century as a result of tropical up-
per-tropospheric warming driven by increased GHG 
concentrations and associated strengthening of the 
meridional temperature gradient near the tropopause 
(Wilcox and Charlton-Perez, 2013).

The large interannual variability in the Arctic polar 
vortex effectively masks any trends driven by chang-
es in external forcings including ODSs and ozone, 
though there has been a shift toward weaker vorti-
ces in mid-winter since 1990 (consistent with the 
temperature changes discussed in Section 5.3.1) 
(Garfinkel et al., 2017b).  It has been suggested in a 
number of studies that a loss of Arctic sea ice can lead 

to a weakening of the stratospheric vortex (e.g., Kim 
et al., 2014), and one study argued that the observed 
ice loss has shifted the vortex toward Eurasia (Zhang 
et al., 2016). However, another study demonstrated 
that the observed shift is also consistent with un-
forced decadal variability (Seviour, 2017). Two stud-
ies (Garfinkel et al., 2017b; Kretschmer et al., 2018) 
presented evidence that the weakening of the Arctic 
polar vortex since 1990 contributed to the hiatus in 
GHG-induced near-surface warming over Eurasia in 
boreal winter; however, the vortex weakening itself 
was not attributed to external forcing, implying that it 
is likely a result of internal variability.

Several new studies have analyzed future dynamical 
changes in the Arctic vortex and their implications 

Figure 5-11. Modeled changes in 
ozone mixing ratio [ppbv] between 
2000 and 2100 due to (a) changes 
in physical climate (GHGs, sea sur-
face temperatures, and sea ice) 
following the RCP-8.5 scenario 
and (b) changes in ODS concen-
trations. Shown are changes for a 
stratospheric ozone tracer that is 
constrained to stratospheric val-
ues above the tropopause but that 
evolves freely in the troposphere 
and undergoes only tropospheric 
loss processes (i.e., there is no 
tropospheric ozone production). 
The inclusion of a separate strato-
spheric ozone tracer in the model 
simulations allows separation of 
the STE contribution from the 
changes due to tropospheric pro-
cesses. Adapted from Banerjee et 
al. (2016).
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for surface climate. Coupled climate models dis-
agree about the sign of the projected vortex changes 
(Simpson et al., 2018), although weakening of the 
polar night jet has been reported to be a preferred 
response across the CMIP5 multi-model ensemble 
(Manzini et al., 2014) and single-model large ensem-
ble (Peings et al., 2017) by the end of the 21st century 
under a high GHG scenario. Nevertheless, episodes of 
a cold and strong polar vortex are projected to occur 
throughout the 21st century (Bednarz et al., 2016). 
While simulated future vortex changes are small in 
comparison to the observed large interannual vari-
ability, the intermodel spread in vortex changes is a 
significant component of uncertainty in future tropo-
spheric climate change (Manzini et al., 2014; Zappa 
and Shepherd, 2017; Simpson et al., 2018). 

The mechanisms of the projected changes in the Arctic 
polar vortex remain unclear. While projected Arctic 
amplification and sea ice loss can contribute to vor-
tex weakening in coupled model simulations, as dis-
cussed above (Kim et al., 2014; Manzini et al., 2018), 
the weakening is also found in atmosphere-only 
model simulations omitting sea ice loss as a response 
to global SST warming (Karpechko and Manzini, 
2017). The lack of understanding of the mechanisms, 
together with large intermodel spread in projections, 
indicates that our confidence in projected Arctic vor-
tex changes is low. 

5.3.4.2 QuaSi-biennial oSCillation 
 diSruption and impliCationS

The influence of the Quasi-Biennial Oscillation 
(QBO) on stratospheric ozone is relatively well un-
derstood (Chapter 3, Section 3.2.1.2). However, the 
disruption of the QBO that took place in 2016 (see 
Chapter 3 for a discussion of its effects on ozone) 
raised questions about how well we understand the 
QBO’s generating mechanisms, the response of the 
QBO to climate change, and how the QBO will affect 
future ozone evolution. 

During early 2016, a downward propagation of the 
eastward QBO phase was unexpectedly interrupted 
by the appearance of a westward jet at 40 hPa (Osprey 
et al., 2016; Newman et al., 2016). Several papers have 
concluded that the immediate cause of the interrup-
tion was a flux of easterly momentum associated with 
a pulse of planetary waves propagating from the NH 
extratropics (Osprey et al., 2016; Coy et al., 2017; 

Barton and McCormack, 2017; Watanabe et al., 2017). 
There is evidence that the strong 2015–2016 El Niño 
was implicated in forcing the wave pulse (Barton and 
McCormack, 2017; Hirota et al., 2018), and one study 
also suggests a role for the very low Arctic sea ice con-
centrations in that year (Hirota et al., 2018). The effect 
of the QBO interruption on ozone was consistent with 
our existing understanding of QBO–ozone linkages 
(see Chapter 3, Section 3.2.1.2). The interruption 
was not predicted by operational seasonal prediction 
models (Osprey et al., 2016), but it was reproduced 
retrospectively by an atmospheric model driven by 
observed SSTs (Watanabe et al., 2017). Although such 
an event is unprecedented in the more than 60 years 
of QBO observations (Newman et al., 2016), analo-
gous events are found in model simulations (Osprey 
et al., 2016), and the effect of the anomalous wave flux 
on the QBO is consistent with our understanding of 
QBO generating mechanisms.  Since the disruption in 
2016, the QBO has recovered to its expected eastward 
phase. Analysis of simulations of future QBO, corrob-
orated by observational evidence, suggests that QBO 
amplitude in the lower stratosphere will decrease 
(Kawatani and Hamilton, 2013; Schirber et al., 2015; 
Naoe et al., 2017) as a result of a projected increase in 
the mean tropical upwelling (see Section 5.3.2.2) and 
that the amplitude of QBO-induced ozone variability 
will consistently decrease in the lower stratosphere; in 
the upper stratosphere, it will increase due to ozone 
recovery (Naoe et al., 2017). However, this result is 
based on only a few available studies. Furthermore, 
our current understanding of changes in wave forc-
ing contributing to the QBO is incomplete, which 
prevents firm conclusion about future QBO changes 
or whether QBO interruptions can occur more fre-
quently in future climate. 

5.4 EFFECTS OF CHANGES IN 
 STRATOSPHERIC OZONE ON THE
 TROPOSPHERE AND SURFACE 

The influence of stratospheric ozone change on SH 
tropospheric and surface climate has been analyzed 
and investigated in an increasingly mature body of 
research. A key result is that ozone depletion is as-
sessed to be the dominant driver of austral summer 
(December–January–February; DJF) atmospheric 
circulation changes ranging from subpolar to trop-
ical latitudes over the period in which stratospheric 
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ozone was rapidly decreasing. We focus here on what 
has been learned since the 2014 Ozone Assessment 
(Arblaster and Gillett et al., 2014). This includes im-
proved quantification of the forced response to ozone 
in the context of natural internal variability and im-
proved understanding of the role of recent changes 
in SSTs in driving observed SH circulation changes. 
We also highlight a growing body of evidence that 
suggests that the Southern Ocean response to ozone 

depletion is timescale-dependent. The effects of ozone 
depletion on the climate of the Southern Hemisphere, 
which span from the stratosphere to the oceans, are 
summarized in the schematic shown in Figure 5-12. 
We begin by assessing the effects of stratospheric 
ozone changes on the tropospheric circulation, fol-
lowed by an assessment of the resultant impacts on 
surface climate, the ocean, and sea ice.

Figure 5-12. Schematic illustration of Southern Hemisphere climate impacts in austral summer associated 
with Antarctic ozone depletion. Ozone depletion has cooled the Antarctic stratosphere, leading to a delayed 
breakup of the stratospheric polar vortex and an accelerated Brewer–Dobson circulation. Impacts extended 
into the troposphere: A region of strong westerly winds and associated rainfall shifted southward, affecting 
the ocean circulation. The subtropical edge of the tropical circulation also expanded poleward, leading to 
reduced precipitation in mid-latitudes and enhanced precipitation in the subtropics. Update to Figure 4-22 
in Arblaster and Gillett et al. (2014).
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5.4.1 Tropospheric Circulation Effects 

As described in Section 5.3.1, the primary effect of 
Antarctic stratospheric ozone depletion is to produce 
a strong cooling in the lower stratosphere over the 
Antarctic in austral spring. Over the period in which 
ozone depletion was increasing from 1960 to around 
2000, large changes were observed in the SH mid- 
latitude and tropical circulations in austral summer: 
The SH tropospheric mid-latitude maximum in zonal 
winds (that is, the jet) shifted poleward; the Southern 
Annular Mode (SAM) index, which corresponds to 
opposite-signed changes in sea level pressure over 
high latitudes and mid-latitudes, shifted more into its 
positive phase (i.e., decreased sea level pressure over 
high latitudes); and the subtropical edge of the Hadley 
Cell shifted poleward. We first review the observa-
tional evidence for these changes and then discuss 
model simulations that causally link these changes to 
ozone depletion. An assessment of the current under-
standing of the mechanisms through which this shift 
occurs appears in Section 5.4.2.

5.4.1.1 the Southern hemiSphere: obServationS

The SH general circulation includes a band of strong 
westerly winds, which are associated with the storm 
track (that is, synoptic-scale eddies and rainfall in 
the mid-latitudes). The latitude of the maximum 
zonal mean westerly winds in the lower troposphere 
is referred to as the mid-latitude near-surface jet 
(or for brevity, jet) and is climatologically centered 
around 52°S. Global monitoring of the location of 
the near-surface jet is available only since 1987 from 
the launch of the Special Sensor Microwave Imager 
(Goodberlet et al., 1989). Since then, a series of sat-
ellite microwave radiometers and scatterometers 
have continually observed near-surface wind speed. 
Measurements from the various satellite missions 
can then be combined into a gridded dataset, either 
with a reanalysis product or in a stand-alone product 
such as the Cross-Calibrated Multi-Platform (CCMP) 
ocean surface wind vector analyses (Atlas et al., 2011). 
Before 1987, winds were observed by available ra-
diosondes and (after 1979) estimated from satellite 
measurements. Modern reanalysis products such as 
ERA-Interim and MERRA more accurately capture 
variability and trends in near-surface winds, wind 
stress, and the SAM after 1979 than earlier reanalyses 
(Swart et al., 2015) when compared to station data (for 

the SAM) and satellite data (for near-surface winds). 
The recent evolution of the latitude of the near-surface 
jet in CCMP is shown in Figure 5-13. Trends in the 
jet are strongest in DJF and are statistically significant 
at the 95% confidence level in that season (Swart et al., 
2015), consistent with the findings of previous assess-
ments. Since 2000, the jet in DJF has shifted equator-
ward, though trends are not statistically significant. 
Trends are weaker and not statistically significant in 
other seasons, with the exception of a significantly 
stronger jet in May (Ivy et al., 2017a). 

The SAM is the leading mode of variability in the SH 
extratropical circulation and, as mentioned above, 
corresponds to opposite-signed changes in sea level 
pressure between subpolar latitudes and mid-lati-
tudes. The SAM index generally tracks changes in the 
characteristics of the mid-latitude jet (as evidenced 
by the large correlation on interannual timescales in 
Figure 5-13), with the positive phase corresponding 
to a poleward jet shift, though the variations in the 
SAM can also be associated with variations in the 
strength of the mid-latitude jet (Monahan and Fyfe 
2006; Swart et al., 2015; Solomon and Polvani, 2016). 

The SAM index can be calculated from station pres-
sure observations, which are available for a longer pe-
riod than Southern Ocean surface wind observations 
as they do not rely on satellite retrievals. Hence the 
SAM has historically been used to quantify chang-
es in the large-scale mid-latitude circulation. After 
1979, there is generally good agreement between 
the SAM index calculated from station observations 
and that calculated from reanalyses, whereas prior to 
1979, some reanalyses are known to have deficiencies 
(Marshall, 2003) and tend to simulate trends that are 
too strong (Swart et al., 2015). 

Figure 5-13 shows the historical evolution of the SAM 
index from station observations of sea level pressure 
(based on an update of Marshall, 2003). The largest 
seasonal trends over the period in which ozone deple-
tion was increasing (through 2000) are found in DJF 
and MAM (March–April–May), and these changes 
dominate the response in the annual mean. Since 
2000, the SAM has stayed mostly in its positive phase 
(with respect to the 1971–2000 period). Evidence 
from paleoclimate reconstructions of the SAM index 
derived from networks of surface temperature proxies 
and from multiple studies suggests that the current 
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period of prolonged positive summer SAM condi-
tions is unprecedented over at least the past 600 years 
(Villalba et al., 2012; Abram et al., 2014; Dätwyler et 
al., 2017). Reconstructions for the summer season 
(Dätwyler et al., 2017) are very robust across multiple 
methods and datasets, but some discrepancies exist in 
the magnitude of reconstructed low frequency SAM 
changes during the preindustrial period for the annu-
ally averaged SAM.

On interannual timescales, the position/strength of the 
mid-latitude jet and the Hadley Cell edge are correlated 

(Kang and Polvani, 2011; Ceppi and Hartmann, 2013; 
Staten and Reichler, 2014), raising the question of 
whether the subtropical Hadley Cell edge would also 
have shifted poleward. Recent studies have confirmed 
that the subtropical edge of the Hadley Cell has ex-
panded poleward, confirming the results of the pre-
vious Assessment (Garfinkel et al., 2015a; Lucas and 
Nguyen, 2015; Davis and Birner, 2017; Solomon et al., 
2017; Kim et al., 2017). This poleward shift is most pro-
nounced in austral summer in the Atlantic and Indian 
Ocean sectors (Choi et al., 2014; Kim et al., 2017), the 
same region in which the upper- tropospheric polar 

Figure 5-13. SAM index (black) and mid-latitude jet positions (blue) time series from 1958–2017 for the four 
seasons and annual mean. The SAM index is normalized by its standard deviation and is defined as in Mar-
shall (2003). The jet position is based on the maximum of CCMP satellite-based surface wind speed (Atlas et 
al., 2011) (available for download at http://www.remss.com/measurements/ccmp), which starts in 1987. A 
linear trend line of the SAM changes before 2000 is shown when statistically significant, and the slope of the 
best fit line and its corresponding 95% uncertainty bounds are shown.

http://www.remss.com/measurements/ccmp
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jet has shifted poleward most sharply (Manney and 
Hegglin, 2018). Quantifying the rate of the observed 
Hadley Cell expansion has been challenging, however. 
Different studies have used a wide variety of metrics 
to track Hadley Cell width, and two recent studies 
(Davis and Birner, 2017; Solomon et al., 2017) sug-
gest that metrics based on upper-tropospheric quan-
tities are only weakly correlated with metrics based 
on  mid-tropospheric and surface processes, though 
another study (Mantsis et al., 2017) suggests that in 
CMIP5 models, a metric based on outgoing longwave 
radiation is well correlated with mid-tropospheric 
metrics. Furthermore, different reanalysis products 
do not agree as to the rate of expansion even when a 
common definition of a single metric is applied. For 
example, one study (Garfinkel et al., 2015a) compared 
five different reanalysis products (including MERRA 
output from two different stages in the assimilation 
cycle) and found that the trends in different reanaly-
sis products (or even from two different stages in the 
assimilation cycle of the same reanalysis system) can 
be significantly different at the 90% confidence level 
in the Southern Hemisphere over the period 1980 to 
1999, with rates of expansion ranging from 1 degree 
per decade to 0.3 degree per decade (Figure 5-14). 
Differences are even larger over the period from 1980 
to 2009. Thus, while the Hadley Cell expansion is 
robust, its magnitude has large uncertainty, which is 
partly related to disagreement among applied metrics 
for the Hadley Cell edge. The development of a robust 
observational metric (or a set of metrics) of Hadley 
Cell width is still an area of active research.

5.4.1.2 the Southern hemiSphere: model 
 SimulationS of the paSt

We now assess modeling studies that have attempt-
ed to pin down the cause of the observed changes in 
the SH circulation, and we begin with the period in 
which ozone depletion was increasing, between the 
1960s and 2000. The cleanest way to establish the 
importance of ozone for past changes in the SH cir-
culation is to perform model simulations of the his-
torical period both with and without ozone depletion. 
The 2014 Assessment described several such studies 
and concluded that ozone depletion is very likely the 
dominant driver of the changes in the SAM in sum-
mer. Since the previous Assessment, one modeling 
study has supported the conclusion that ozone de-
pletion has led to a change in the summer SAM by 

comparing integrations with and without ozone de-
pletion (Keeble et al., 2014). An additional study has 
also concluded that summertime Hadley Cell trends 
are strong in CMIP5 models only when ozone deple-
tion is included (Tao et al., 2016) (Figure 5-15). A 
third study compared the summertime tropospheric 
response to ozone depletion from 1960 to 2000 in a 
suite of climate model simulations of varying con-
figurations (for example, prescribed SSTs versus the 
inclusion of a coupled ocean, as well as prescribed 
ozone concentrations versus the inclusion of inter-
active chemistry) and found a consistent widening 
of the Hadley Cell and poleward shift of the jet in 
austral summer (Seviour et al., 2017a). Figure 5-15 
summarizes the trends in both the SAM and the sub-
tropical Hadley Cell edge as simulated in the CMIP5 
multi-model mean. Both the positive SAM trend and 
the poleward expansion of the Hadley Cell maximize 
in austral summer during the period from the early 
1970s to around 2005, when the models are forced 
with all external climate drivers, including anthro-
pogenic (ozone depletion, increasing GHG concen-
trations, and aerosols) and natural (solar cycle and 
volcanoes) factors. The separate contribution of ozone 
depletion and GHGs can be seen in both variables, 
with ozone playing a dominant role in austral sum-
mer and GHGs playing a major role during the other 
seasons. Overall, the majority of studies that have 
compared simulations forced with ozone depletion to 
simulations forced with no ozone depletion have con-
cluded that ozone is the dominant forcing of changes 
in the SH circulation over the period in which ozone 
depletion was increasing. 

Two studies that compared simulations with and 
without ozone disagreed with this consensus and con-
cluded that ozone depletion was not the dominant 
cause of recent changes in the Southern Hemisphere 
in austral summer (Staten et al., 2012; Quan et al., 
2014). However, there are methodological issues with 
both studies (Waugh et al., 2015): They both used 
prescribed ozone fields that underrepresent the mag-
nitude of observed Antarctic ozone depletion, thus 
leading to a weakened response to ozone. Specifically, 
one of the studies (Quan et al., 2014) used ozone forc-
ing (Lamarque et al., 2012) which underestimates ob-
served ozone depletion by a factor of two (Figure 2f of 
Eyring et al., 2013). The other study (Staten et al., 2012) 
implicitly assumes that there was negligible ozone 
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depletion between 1870 and 1979, as they use 1979 
ozone values for their “preindustrial/1870” simula-
tions, yet significant ozone loss occurred before this 
(Eyring et al., 2013) (see Chapter 4); hence the dif-
ference between their “preindustrial” simulation and 
2000 simulation has too weak an ozone change. The 

net effect is that SST- and GHG-induced changes are 
considered over the period 1870 to 2000 as compared 
to ozone induced-changes from 1979 to 2000, which 
necessarily underestimates the relative impact of 
ozone on surface climate compared to other drivers. 

Figure 5-14. Poleward expansion of the SH Hadley Cell as determined by the zero crossing of the 500 
hPa stream function in five reanalysis products and in each member of an ensemble of Goddard Earth 
Observing System Chemistry-Climate Model (GEOSCCM) simulations and in the ensemble mean (EM) 
in (a) DJF and (b) the annual average from 1980 to 1999. Integrations forced with time- varying ODS 
and GHG concentrations in addition to observed SSTs are in blue, while integrations with fixed ODS 
and GHG concentrations are in orange. Vertical lines or bars represent the 95% confidence interval on 
the trend as deduced by a Student’s t test, and the center horizontal line indicates the trend. The uncer-
tainty for the ensemble-mean trends are indicated by a rectangle, while that of individual ensem-
ble members/reanalysis are indicated by a vertical line. The ensemble members for each ensemble are 
ordered by their expansion trend before they are plotted for clarity. Adapted from Garfinkel et al. (2015).
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The weight of the evidence from studies that have 
compared the impact of ozone depletion to other 
forcings in a methodologically appropriate manner 
clearly points to stratospheric ozone depletion as the 
dominant driver of the changes in the summer SAM 
over the period in which an ozone hole was formed 
(prior to 2000).

The trends in tropospheric zonal wind in CCMI mod-
els from 1960 to 2000, when forced with natural and 
anthropogenic forcings including ozone depletion, 
are similar to those in reanalysis data  (Figure  5-16a–c; 
Son et al., 2018). Trends are somewhat weaker in 
CMIP5 models (Figure 5-16d; Rea et al., 2018); how-
ever, the weaker trends are most pronounced in those 

CMIP5 models that did not use interactive chemistry 
(Figure 5-16f; as noted by Eyring et al., 2013); trends 
in CMIP5 models that used interactive chemistry are 
quantitatively similar to those simulated by the CCMI 
models and observations (Figure 5-16e). While the 
observed zonal wind trend is generally consistent 
with the forced response to ozone depletion, the wind 
field by itself does not provide a unique fingerprint of 
ozone depletion due to the large internal variability in 
the climate system (Schneider et al., 2015).

Although there is uncertainty in the magnitude of the 
Hadley Cell widening (see Section 5.4.1.3), studies 
agree that the widening has continued (e.g., Mantsis 
et al., 2017). At the same time, the SAM has mostly 

Figure 5-15. Seasonal-mean 
trends in the (a) SAM index for 
the period 1971–2006 and (b) 
the latitude of the poleward 
edge of the SH Hadley circula-
tion at 500 hPa for the period 
1970–2005 (1970–2000 for 
ozone only), derived from CMIP5 
historical simulations. Positive 
trends indicate poleward expan-
sion and negative values indi-
cate equatorward retreat. Error 
bars are 90% confidence level. 
Units are (a) hPa per decade 
and (b) degree per decade. The 
colors denote model experi-
ments including the following 
forcings: all anthropogenic and 
natural (red); greenhouse gases 
only (orange); tropospheric 
and stratospheric ozone only 
(light blue); natural (solar and 
volcanic) only (dark blue); and 
anthropogenic aerosols only 
(gold). Adapted from Gillett et 
al. (2013) and Tao et al. (2016).
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stayed in its positive phase, though the jet latitude has 
shifted somewhat equatorward from its 2000 posi-
tion in austral summer (Figure 5-13). As discussed 
in Chapter 4, SH polar ozone depletion peaked 
around 2000 and has slowly begun its recovery, and 
hence ozone cannot be the sole driver of changes in 
the Southern Hemisphere since 2000. Rather, several 
studies have concluded that recent changes in tropical 

and subtropical SSTs (due to both internal variabil-
ity and GHG-induced warming), and in particular 
decadal variability associated with the Pacific Decadal 
Oscillation (also known as the Interdecadal Pacific 
Oscillation), drove recent changes in SH circulation 
(Allen et al., 2014; Waugh et al., 2015; Garfinkel et 
al., 2015b; Franzke et al., 2015; Nguyen et al., 2015; 
Clem et al., 2016; Schneider et al., 2015; Allen and 

Figure 5-16. Long-term mean (thin black contour) and linear trend (color) of zonal-mean DJF zonal winds over 
1960–2000 (the period of ozone loss) for (a) Japanese 55-year Reanalysis (JRA-55); (b, c) CCMI models in REF-C1 
and REF-C2 simulations, respectively; and (d, e, f ) CMIP5 models. The positive (negative) trends on the pole-
ward (equatorward) flanks of the mean jet characterize a poleward shift of the jet. A comparison between 
CMIP5 models with and without chemistry is shown in panels e and f. The  JRA-55 is the most recent reanalysis 
product to cover the full period of ozone loss; trends in other reanalysis products analyzed over a shorter period 
are quantitatively similar (e.g., Son et al., 2010). Contour interval of climatological wind is 10 m s-1  starting from 
10 m s-1 at the outer-most contour. Adapted from Son et al. (2018).
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Kovilakam 2017; Mantsis et al., 2017; Fogt et al., 2017; 
Amaya et al., 2018). 

As discussed in Section 5.4.1.1, significant trends in 
the strength of the tropospheric mid-latitude jet, are 
also evident in May, in addition to summer; however, 
unlike in summer, a role of ozone depletion in the May 
trends is unclear. While ozone trends and stratospher-
ic cooling have been observed in late fall, implying 
that they might have contributed to the tropospheric 
trends in May, similar stratospheric changes have also 
been observed earlier in fall and in summer but with-
out concurrent significant trends in the tropospheric 
circulation. Furthermore, observational and model-
ing studies suggest a stronger role of observed chang-
es in tropical SSTs in forcing SH tropospheric circu-
lation changes in autumn, especially after 2000, when 
the ozone forcing has begun to recover (Schneider et 
al., 2015; Clem et al., 2016). Finally, SAM trends in 
autumn are not robust in modeling studies, with some 
studies finding positive trends (Stone et al., 2016) (see 
Figure 5-15) and others finding no trend (Swart et al., 
2015; Tao et al., 2016), implying the trends may not be 
attributed to external forcing.

Finally, there is no consensus on the importance of 
changes in aerosol concentrations for changes in the 
SH tropospheric circulation: Some studies find that 
historical changes in aerosols largely canceled the ef-
fect of GHGs on the SAM in the last half of the 20th 
century in CMIP5 models (e.g., Fyfe et al., 2012; Gillett 
et al., 2013), while others find a  relatively weak role 
for aerosols in CMIP5 models for both the SAM and 
the Hadley Cell changes (Steptoe et al., 2016; Tao et 
al., 2016). This discrepancy could be due to differenc-
es in the number of models considered by each study.

5.4.1.3 the Southern hemiSphere: magnitude 
 of paSt ChangeS in modelS

Modeled ensemble-mean trends in the jet position 
and SAM are somewhat weaker than those observed 
in several atmosphere–ocean and chemistry–climate 
model ensembles (see Figure 5-16) (Swart et al., 2015; 
Rea et al., 2018; Iglesias-Suarez et al., 2016; Purich et 
al., 2016a; Son et al., 2018). Climate models, on aver-
age, have been shown to underestimate trends in the 
strength of the SH mid-latitude jet (Swart and Fyfe, 
2012; Swart et al., 2015; Purich et al., 2016a). These 
underestimations have important implications for 
understanding changes to SH surface wind stress and 

hence attribution of the trends in ocean circulation 
and sea ice (Section 5.4.4). Similarly, the ensemble, 
or multi-model, mean response of the Hadley Cell to 
historical forcings in climate models is weaker than 
observed, as noted in the previous Assessment (Quan 
et al., 2014; Garfinkel et al., 2015a). Recent research 
has suggested that this difference might not reflect 
any model biases but rather could be due to internal 
variability contributing to the observed trend, while 
averaging over an ensemble damps any such con-
tribution from internal variability (Garfinkel et al., 
2015a; Davis and Birner, 2017; Mantsis et al., 2017). 
Namely, the multi-model-mean trends illustrate the 
forced component in these circulation changes, while 
the reanalysis trends indicate one particular realiza-
tion impacted by natural variability. For Hadley Cell 
expansion, individual climate simulations that in-
clude observed time-varying SSTs, ozone, and GHG 
concentrations can simulate trends as large as those 
evident in reanalysis and observational products 
(Garfinkel et al., 2015a; Allen and Kovilakam, 2017; 
Davis and Birner, 2017) (see Figure 5-14). According 
to these results, the magnitude of the forced response 
is comparable to the magnitude of the internal vari-
ability (Figure 5-14). In fact, CMIP5 models with 
neither time-varying GHGs nor ozone can simulate 
20-year expansion trends larger than those inferred 
from satellite data (Mantsis et al., 2017). Similarly, in-
dividual simulations of the past climate covering the 
period of ozone depletion can reproduce the magni-
tude of the trends in the SH mid-latitude jet evident 
in reanalyses, implying that any discrepancy between 
multi-model mean and observed trends is within the 
uncertainty due to internal variability (Schneider et 
al., 2015; Swart et al., 2015; Rea et al., 2018).  

There are some known model deficiencies, outlined 
below, that can affect the magnitude of simulated SH 
tropospheric circulation trends. On the one hand, in 
the case of models that prescribe ozone as a bound-
ary condition rather than internally simulate it, the 
magnitude of simulated tropospheric circulation re-
sponse to ozone depletion can be affected by unreal-
istic ozone forcing. For example, ozone depletion in 
the CMIP5 ozone forcing is weaker than observed, 
and it has been suggested that this may lead to an un-
derestimation of the response in the extratropical SH 
circulation (Figure 5-16d; Young et al., 2014). In ad-
dition, a monthly-mean and zonal-mean ozone data-
set misses the maximum amplitude of the ozone hole, 
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which may lead to an underestimated tropospheric 
response (Crook et al., 2008; Waugh et al., 2009; Neely 
et al., 2014). On the other hand, the response of the 
 mid-latitude jet to ozone forcing does not depend on 
whether the atmosphere is interactively coupled with 
the ocean in a model or is forced with prescribed SSTs 
(Sigmond et al., 2010; Seviour et al., 2017a; Son et al., 
2018) (see Figure 5-16).

Other model deficiencies that can affect simulation of 
tropospheric response to ozone forcing include a lack 
of fully resolved stratospheric dynamics (Rea et al., 
2018) and an orientation of the simulated polar vortex 
that is too zonal (Dennison et al., 2017), both of which 
may lead to underestimation of the tropospheric re-
sponse. By contrast, a delay in springtime breakdown 
of the polar vortex present in many climate models 
(SPARC, 2010) may lead to an overly strong response 
(Sheshadri and Plumb, 2016; Lin et al., 2017) (see 
Section 5.4.2). 

In addition to the stratospheric biases, most cur-
rent climate models exhibit an equatorward bias in 
the position of the SH mid-latitude jet in summer 
as compared to reanalysis data (Wilcox et al., 2012; 
Swart and Fyfe, 2012), due in part to biases in the 
cloud distribution (Ceppi et al., 2012), though this 
bias is reduced in CCMI models (Son et al., 2018). 
The 2014 Assessment noted that the magnitude of the 
simulated tropospheric response to the ozone hole 
may depend on the severity of this bias, with mod-
els that exhibit a more equatorward climatological jet 
bias also showing a larger poleward shift of the jet in 
response to ozone depletion (e.g., Sigmond and Fyfe, 
2014). New studies, however, do not find similar rela-
tionships in the CCMI simulations (Son et al., 2018), 
nor in CMIP5 models when limited to the austral 
summer season (Simpson and Polvani, 2016), nor in 
ozone-only forced simulations (Seviour et al., 2017a), 
suggesting that the relationship between a larger cli-
matological jet bias and a larger response to ozone 
depletion is not robust.

Considering the contribution of internal variability 
to uncertainty in simulated tropospheric circulation 
response to ozone depletion, new modeling studies 
using a large single-model ensemble (Solomon and 
Polvani, 2016) and long control simulations (Thomas 
et al., 2015) suggest that the internal variability of the 
SH mid-latitude jet is smaller than its forced response 

to combined anthropogenic forcing during the 20th 
century as well as its projected response during the 
21st century (Solomon and Polvani, 2016), in agree-
ment with the previous Assessment. One study re-
ported that during the period 1980–2004, the forced 
component exceeds internal variability in the case 
of a poleward jet shift but not for the SAM trend 
(Thomas et al., 2015). For the SAM, a stronger forcing 
over a longer period is needed for a robust positive 
trend to emerge over internal variability (Gillett et al., 
2013; see Figure 5-15), consistent with the previous 
Assessment.

Overall, we assess with high confidence that strato-
spheric ozone depletion is the dominant external 
driver of changes in the SH summer tropospheric 
circulation before the year 2000; however, existing 
model deficiencies preclude a quantitative separation 
of the magnitudes of the forced (mostly due to ozone) 
and unforced components of the observed trends.

5.4.1.4 the Southern hemiSphere: model 
 SimulationS of the future

The role of ozone in future changes in the SH large-scale 
atmospheric circulation has received comparatively 
little attention since the 2014 Assessment, with studies 
generally finding results consistent with those report-
ed in 2014. Ozone recovery will have impacts opposite 
to those associated with ozone depletion (Solomon 
and Polvani, 2016; Dennison et al., 2016) and hence 
will mitigate some of the poleward shift of the jet due 
to projected increases in concentrations of GHGs. 
The degree of mitigation is dependent on the rate of 
increase in GHGs (Iglesias-Suarez et al., 2016; Tao et 
al., 2016; Rea et al., 2018). Some of the GHG-induced 
poleward shift will be compensated by the effect of 
GHGs on ozone (i.e., super-recovery; Morgenstern 
et al., 2014; see also Chapter 3). Uncertainty in the 
magnitude of the mitigation for a given scenario can 
be reduced if careful attention is paid to jet biases and 
to the magnitude of lower-stratospheric temperature 
trends over Antarctica (Wenzel et al., 2016), as well as 
to biases in present-day sea ice concentration for each 
model (Bracegirdle et al., 2018).

5.4.1.5 the northern hemiSphere

The last Ozone Assessment found no robust  linkages 
between stratospheric ozone depletion and tropo-
spheric circulation in the Northern Hemisphere, 
though a weak positive Northern Annular Mode 
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trend is evident in CMIP5 models forced with ozone 
concentrations. While there has been little work since 
2014 focusing on changes on decadal timescales, sev-
eral studies have explored whether interannual vari-
ability in late spring ozone concentrations may mod-
ulate surface climate (Section 5.4.3).

5.4.2 Mechanisms for Stratosphere–
 Troposphere Dynamical Coupling 

As described in Section 5.4.1, stratospheric ozone loss 
in the Southern Hemisphere has led to a poleward shift 
in the tropospheric mid-latitude jet. We now discuss 
progress toward understanding the dynamical mech-
anisms for this observed downward coupling. As stat-
ed in the previous Assessment, it is well established 
that the impact of stratospheric ozone depletion on 
the troposphere occurs through a cooling of the lower 
polar stratosphere, which is associated with anoma-
lously strong westerly winds and a positive anomaly 
in stratospheric potential vorticity. It is well accepted 
that the balanced response in the troposphere to this 
positive potential vorticity anomaly is an acceleration 
of the zonal flow on the poleward flank of the jet (e.g., 
Hartley et al., 1998; Thompson et al., 2006), consistent 
with the sign of the observed change. However, this 
balanced response is too weak to explain the magni-
tude of the observed circulation shift.

Studies with idealized atmospheric models in particu-
lar suggest that eddy feedbacks amplify the impact of 
stratospheric cooling and so play a critical role in the 
mechanism, as discussed in the last Assessment. The 
relative roles of synoptic and planetary waves, with 
zonal wavenumbers greater than 3 and less than 3, 
respectively, have been the subject of two recent ide-
alized modeling studies (Yang et al., 2015; Smith and 
Scott, 2016). These point to both categories of waves 
being important for the amplification of the tropo-
spheric circulation response, as are substantial non-
linear eddy–eddy interactions (consistent with Orr et 
al., 2012). Specifically, these studies indicate that the 
tropospheric response cannot be due solely to the im-
posed radiative cooling modifying tropospheric syn-
optic waves alone and that planetary scale waves are 
crucial in the downward influence. It is very difficult 
to tease out the nature of these interactions, however, 
as it is likely impossible to clarify how the changes in 
waves have modified the zonal-mean flow after the 
zonal-mean flow has already changed (Garfinkel et 

al., 2013; Garfinkel and Waugh, 2014).

While the SH tropospheric response to ozone deple-
tion in December is simulated by the climate models, 
it is unclear based on the current literature whether 
the response can be quantitatively explained by the 
strengthened stratospheric westerly winds and the 
delay in the breakdown of the stratospheric polar 
vortex only. Two studies (Sun et al., 2014; Byrne et 
al., 2017) conclude that the delay in the breakdown 
can account for the tropospheric impacts, but a third 
study (Sheshadri et al., 2014) argues that it cannot ac-
count for the full impact (though it does contribute). 
Finally, the onset date for the vortex breakdown is 
generally too late in the current climate models (e.g., 
Wilcox and Charlton-Perez, 2013), in part due to 
too-weak gravity wave drag in the polar stratosphere 
near 60°S (McLandress et al., 2012; Geller et al., 2013; 
Garcia et al., 2017; Garfinkel and Oman, 2018), and 
this bias impacts the magnitude and seasonality of the 
tropospheric response to ozone depletion (Sheshadri 
and Plumb, 2016; Lin et al., 2017). 

5.4.3 Surface Impacts

The last Assessment noted that extratropical rainfall 
in the Southern Hemisphere is tied to the position of 
the mid-latitude jet and, for the first time, suggested 
that recent changes in both extratropical and subtrop-
ical austral summer rainfall may be related to ozone 
depletion. However, only a few studies were available, 
and most either did not isolate the effect of ozone de-
pletion from other anthropogenic forcings and/or they 
used simplified models or experiments. Subsequent 
studies have sought to understand the dynamical 
mechanisms for the subtropical rainfall increase in 
summer. One study (Hendon et al., 2014), attribute 
it to a poleward shift of the subtropical dry zone. 
Understanding the extratropical rainfall response is 
hampered by the quality of observational products, 
with little in situ data and changes in satellite prod-
ucts leading to substantial differences across reanaly-
sis results. Nonetheless, a weighted average across five 
reanalyses suggests the changes in summer from 1979 
to 2010 are dynamically consistent with increases in 
synoptic eddy activity (Solman and Orlanski, 2016), 
which is primarily associated with ozone depletion. 
Also, one study (Bai et al., 2016), using maximum co-
variance analysis and principal component analysis to 
attribute increases in SH extratropical rainfall, found 
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a predominant role of ozone depletion over GHGs. 
However, a firm conclusion about the role of ozone 
depletion cannot be reached based on these statistical 
studies only, because statistical relationships are not 
typically able to determine causality.

Since the last Assessment, a small number of stud-
ies have investigated links between regional rainfall 
changes and ozone depletion. In particular, there 
has been a focus on the significant increase of aus-
tral summer rainfall in southeastern South America 
(SESA) over the past 50 to 100 years. This region, 
which includes northern Argentina, Uruguay, south-
ern Brazil and Paraguay, has experienced one of the 
largest increases in rainfall worldwide (Gonzalez et al., 
2014). Most studies using ensembles of climate mod-
els or single-model ensembles attribute this increase 
to anthropogenic forcing (Vera and Díaz, 2015; Díaz 
and Vera, 2017; Zhang et al., 2016; Wu and Polvani, 
2017); however, they disagree on whether the increase 
is driven by GHG increases (Zhang et al., 2016) or by 
ozone depletion (Yu and Polvani, 2017). One study 
(Zhang et al., 2016) notes that its model may under-
estimate the rainfall response to ozone depletion and 
aerosols, which somewhat undermines its attribution 
of the rainfall increase to GHGs. Internal decadal 
variability due to changes in SSTs was also likely an 
important driver of the rainfall changes (Zhang et 
al., 2016), which could explain why the  multi-model 
rainfall increase due to anthropogenic forcing is 
weaker than that observed (Vera and Díaz, 2015; Díaz 
and Vera, 2017). Hence, there is a wide range of con-
clusions for the attribution of rainfall increases in the 
SESA region, with a large sensitivity to the model and 
time period analyzed. 

Other regional rainfall changes have received relative-
ly little attention since the last Assessment. An imprint 
of ozone depletion has been identified in changes of 
the position of the South Pacific Convergence Zone 
(SPCZ) over the 1961–1996 period, with increas-
es in rainfall on the northern edge and decreases to 
the south (Brönnimann et al., 2017). Projections by 
chemistry–climate models suggest that these changes 
will reverse as a result of ozone recovery. One study 
suggested the role of ozone in recent winter rainfall 
declines in southwestern Australia (Delworth et al., 
2014), although another study argued that ozone de-
pletion is unlikely to be an important factor in this 
season (Karoly, 2014). In East Africa, the SAM has 

been identified as the leading cause of changes in 
summer rainfall, surface temperature, and the diurnal 
temperature range, implying the role of ozone during 
the period of depletion (Manatsa et al., 2013, 2015, 
2016). A small anthropogenic component was also 
found in long-term drying trends in Chile since the 
late 1970s, but the contribution of ozone depletion 
has not been isolated (Boisier et al., 2016). Given that 
these are single studies on each region, it is difficult to 
make an overall assessment of their significance.

Research since the last Assessment to tease out the 
impact of ozone recovery on future rainfall trends has 
been limited by the lack of ozone-only simulations 
for the 21st century under the CMIP5 framework. 
One study (Lim et al., 2016) discusses future rainfall 
changes related to the SAM, finding a robust impact 
of SAM changes on SH summer rainfall, with a pos-
itive SAM opposing the thermodynamically driven 
projected changes in the subtropics to mid-latitudes 
while enhancing the increases in the high latitudes. 
Ozone recovery would drive a more negative SAM 
and the reverse of these impacts on rainfall.

In terms of surface temperature changes, the previous 
Assessment found that the largest surface temperature 
response was over the high-latitude Southern Ocean 
(see Section 5.4.4) rather than Antarctica. While a 
contribution of ozone depletion to Antarctic surface 
temperature trends has been shown in a number of 
previous studies (e.g., McLandress et al., 2011), re-
cent studies have emphasized an important role for 
natural variability in explaining some of the observed 
temperature changes over the Antarctic Peninsula 
and West Antarctica in recent decades (Jones et al., 
2016; Turner et al., 2016; Smith and Polvani, 2017). 
One study (Smith and Polvani, 2017) analyzes the 
AMIP5 and CMIP5 models, as well as the observed 
relationship between the SAM and surface warming 
over Antarctica, concluding that the pattern of warm-
ing matches neither anthropogenically forced trends 
nor trends congruent with the SAM and that internal 
variability likely played a key role. Similarly, anoth-
er study (Turner et al., 2016) notes both the regional 
and seasonal sensitivity of the temperature changes 
and the dominant processes involved, concluding that 
while ozone depletion likely contributed to warming 
of the eastern Antarctic Peninsula during summer, 
the warming across the peninsula is not inconsistent 
with natural variability, particularly when placed in 
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the context of paleoclimate records, which show pre-
vious multidecadal periods of strong warming (Jones 
et al., 2016). Another study (Chiodo et al., 2017) also 
finds a negligible radiative impact of ozone depletion 
on Antarctic surface temperatures, suggesting that 
the high albedo of the snow-covered surface simply 
reflects any increases in shortwave radiation. Hence, 
while these studies do not rule out that the ozone 
depletion has likely contributed to Antarctic surface 
temperature trends in some regions and seasons, as 
was previously suggested, they do show that the large 
natural variability of the region and the sparsity of data 
and large model biases in the Antarctic and Southern 
Ocean regions (e.g., Eyring et al., 2013; Marshall and 
Bracegirdle, 2014; Purich et al., 2016a; see also Figure 
5-16) impact our confidence in attribution and pro-
jection studies there. 

Several additional impacts of stratospheric ozone 
depletion have now been documented. For exam-
ple, one study (Dennison et al., 2015), using a single 
chemistry–climate model, finds that ozone depletion 
leads to an increased frequency of extreme anomalies 
and increased persistence of the SAM in the strato-
sphere and stronger, more persistent  stratosphere–
troposphere coupling. Additionally, another study 
(Dennison et al., 2016) finds that ozone depletion 
leads to an increase in blocking frequency—as de-
fined by persistent positive anomalies in 500 hPa 
geopotential heights—in the South Atlantic region 
and little change in the South Pacific in their model, 
consistent with ERA-Interim reanalysis trends over 
the satellite era. Though this indicates a potential im-
pact of stratospheric ozone on blocking-induced heat 
waves and rainfall patterns, this result would need to 
be substantiated with additional models, particularly 
given well-known model biases in underestimating 
blocking frequency (Ummenhofer et al., 2013). 

5.4.3.1 interannual variability

The last Assessment noted two studies (Son et al., 
2013; Bandoro et al., 2014) linking interannual vari-
ability of Antarctic ozone anomalies in spring to SH 
summer surface temperature and rainfall changes. 
Recent modeling studies, using a range of approach-
es, have examined the possible connection between 
Arctic spring ozone and surface climate and have ob-
tained mixed results. One study (Cheung et al., 2014) 
probed whether the extreme Arctic ozone depletion 

of 2011 had an effect on tropospheric climate with the 
UK Met Office operational weather forecasting model. 
It found no improvement in spring tropospheric fore-
cast skill when forcing the model with more realistic 
ozone concentrations as compared to climatological 
ozone. Another study (Karpechko et al., 2014) found 
a relationship between the 2011 low-Arctic strato-
spheric ozone anomalies and tropospheric climate in 
atmospheric general circulation model simulations, 
but it noted that specifying the ozone anomalies in 
isolation of SST anomalies did not result in a signifi-
cant surface impact. A third study (Smith and Polvani, 
2014) found that the prescribed ozone forcing needed 
for a robust tropospheric response in its simulations 
appeared to be larger than that historically observed.

In contrast, a coupled chemistry–climate simulation 
study (Calvo et al., 2015) found a robust  stratospheric–
tropospheric response in low versus high ozone years: 
a positive phase of the North Atlantic Oscillation 
(NAO), a poleward shift of the North Atlantic tro-
pospheric jet, and corresponding regional surface 
temperature anomalies. This study used an ensemble 
of simulations driven by historically observed ODSs, 
and the link between stratospheric ozone and tropo-
spheric circulation was found only during the recent 
period of high ODSs, suggesting the importance of 
chemistry feedback on the dynamics. The fully cou-
pled approach of this study (Calvo et al., 2015) allows 
consistency between the evolving ozone distributions 
and dynamical conditions, which may explain the 
differences between its conclusions and those of stud-
ies prescribing ozone concentrations. Future work is 
needed to evaluate whether differences in the ozone 
forcings, as well as other inter-model differences, 
among the various studies have contributed to the 
range of conclusions. 

Two recent observational studies have also suggested 
that interannual variability in ozone can modify sur-
face climate. The first study (Ivy et al., 2017b) finds 
that extreme Arctic stratospheric ozone anomalies in 
March are associated with NH tropospheric climate 
in spring (March–April) in specific regions of the 
Northern Hemisphere; the effects are generally con-
sistent with those found in a chemistry-climate model 
(Calvo et al., 2015). Finally, another study (Xie et al., 
2016) suggests that Arctic stratospheric ozone anom-
alies influence the North Pacific Oscillation (NPO) 
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and that an anomalous NPO modulates subtropical 
SSTs. This subtropical SST anomaly might then lead 
to improved predictability of ENSO, though future 
work is needed to confirm many aspects of this chain 
of associations (Garfinkel, 2017). However, it is well 
known that a delayed or advanced final warming of 
the Arctic stratospheric vortex can lead to surface 
impacts (Black and McDaniel, 2007; Ayarzagüena et 
al., 2009; Hardiman et al., 2011), and distinguishing 
the dynamical impact of the final warming from the 
radiative impact of the ozone anomaly that typically 
accompanies a final warming also requires additional 
work.

Thus, our assessment is that interannual variability 
in springtime Antarctic and Arctic ozone may be im-
portant for surface climate, but work remains to better 
quantify this connection.

5.4.4 Ocean and Ice Impacts 

5.4.4.1 oCean impaCtS

As discussed above, observations show trends in the 
SAM and low-level tropospheric winds that are largest 
during austral summer (Figures 5-13 and 5-15), and 
these summertime trends have been mainly attribut-
ed to stratospheric ozone depletion. A positive SAM 
trend implies a poleward shift and/or strengthening 
of the surface wind stress, which plays a fundamen-
tal role in the ocean circulation. Westerly wind stress 
acts to drive northward transport in the underlying 
ocean (via Ekman transport), creating a region of di-
vergence and upwelling on the poleward side of the 
surface wind maximum and a region of convergence 
and downwelling equatorward of the surface wind 
maximum (e.g., Arblaster and Gillett et al., 2014). 
The previous Assessment reported that observations 
indicate a strengthening of the horizontal and ver-
tical circulations in the Southern Ocean, of which a 
substantial part was likely caused by ozone-induced 
westerly wind trends. These wind trends were also 
linked to subsurface warming below and north of the 
Antarctic Circumpolar Current (ACC), but the rela-
tive importance of the wind trends and other forcings 
(notably warming due to increased GHGs) had not 
been quantified.

Since the last Assessment, more evidence has ap-
peared indicating a substantial role for ozone de-
pletion in recent trends of the Southern Ocean 

circulation. For austral summer, one study (Solomon 
et al., 2015) showed that modeled trends in the verti-
cal ocean circulation are mainly attributable to ozone 
depletion, while a different study (Wang et al., 2014) 
showed that ozone recovery acts to mitigate future 
GHG-induced changes in the horizontal ocean cir-
culation. Observed changes in the thermal structure 
of the Southern Ocean (Figure 5-17) are dominated 
by a warming that maximizes along the northern 
flank of the ACC, around 40–50°S, with the largest 
warming in the upper 1,000 m (Armour et al., 2016; 
Schneider and Deser, 2018). Two noticeable excep-
tions are the regions with subsurface cooling north 
of 35°S (Armour et al., 2016) and widespread SST 
cooling that occurred since the late 1970s in the re-
gion south of 50°S (Fan et al., 2014; Jones et al., 2016; 
Armour et al., 2016; Schneider and Deser, 2018). The 
high-latitude surface cooling is intimately linked to 
the observed increase in Antarctic sea ice over that 
period (Parkinson and DiGirolamo, 2016) and will be 
discussed in Section 5.4.4.2.

Focusing first on the region between 30–60°S, a mod-
eling study identified increasing GHGs as the main 
driver of the warming in this region, with ozone 
depletion playing a secondary role (Solomon et al., 
2015). This appears consistent with a recent study 
(Armour et al., 2016) that suggests that the structure 
of upper ocean warming, with delayed warming south 
of the ACC and enhanced warming to the north, is 
fundamentally shaped by the mean (climatological) 
meridional circulation in the Southern Ocean. This 
study finds that wind-driven upwelling of water that 
has not been warmed by GHGs slows the warming 
south of the ACC, while the GHG-induced heat is 
taken up and transported northward and then stored 
just north of the ACC. This mechanism does not rely 
on changes in the meridional ocean circulation, pos-
sibly explaining why ozone-induced atmospheric cir-
culation changes play a secondary role in accounting 
for recent Southern Ocean warming.

In conjunction with these warming trends, the 
Southern Ocean has also experienced freshening (i.e., 
a decline in salinity), with the exception of a strong 
salinification trend north of 45°S in the upper 500 
m (Figure 5-17). A recent modeling study suggests 
that 30% of the modeled Southern Ocean freshen-
ing can be attributed to ozone depletion (Solomon 
et al., 2015). Sources of the freshening are believed 
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to be located in the high latitudes and may include 
GHG- and ozone-induced changes in high-latitude 
precipitation minus evaporation (Fyfe et al., 2012), a 
 wind-driven increase in northward freshwater trans-
port by sea ice (Haumann et al., 2016), and basal 
melting of Antarctic ice shelves (Bintanja et al., 2013). 
Note that the melting of ice shelves was not consid-
ered by this study (Solomon et al., 2015). 

Finally, we note that unforced internal variability of 
the Southern Ocean may have played a role in ob-
served trends. While its magnitude is highly uncer-
tain, some studies suggest that it is potentially large 
(Latif et al., 2013; Zhang et al., 2017).

5.4.4.2 Sea iCe impaCtS

We now turn to the observed high-latitude (south 
of 50°S) surface cooling and the associated increase 
in Antarctic sea ice since 1979. New studies suggest 
that these trends reflect multi-decadal variability, with 
opposite trends in SSTs observed over the 1950–1978 
period (Fan et al., 2014) and a recently recovered 
 satellite-based estimate of Antarctic sea ice extent sug-
gesting a decreasing sea ice trend from the mid-1960s 
to 1979 (Meier et al., 2013; Armour and Bitz, 2015; 
Gagné et al., 2015). The magnitude and sign of the 
ozone hole contribution to Southern Ocean tempera-
ture and Antarctic sea ice trends since 1979 have been 
topics of much discussion. In the last Assessment, it 
was reported that all climate model simulations that 
isolated the impact of stratospheric ozone depletion 
(including time-slice simulations in models with and 

without resolved ocean eddies, a fully coupled chem-
istry–climate model, and all six CMIP5 models with 
ozone-only simulations available) simulated decreased 
sea ice extent associated with ozone-induced changes 
in the Southern Ocean circulation, suggesting that 
ozone depletion had not contributed to the observed 
high-latitude ocean cooling and increase in Antarctic 
sea ice. The 2014 Assessment also cautioned that due 
to inconsistencies between the observed and modeled 
sea ice trends, confidence in the simulated response to 
the formation of the ozone hole was limited.

New modeling studies have corroborated the findings 
of the last Assessment that a realistic, time-evolving 
ozone hole leads to Antarctic sea ice decline and thus 
cannot explain the observed increase in sea ice since 
1979 (Solomon et al., 2015) nor the regional patterns 
of Antarctic sea ice trends (Landrum et al., 2017). 
However, other recent studies have highlighted dis-
crepancies between modeled and observed sea ice 
trends since 1979 (Gagné et al., 2015; Hobbs et al., 2015; 
Rosenblum and Eisenman, 2017), which may be relat-
ed to model biases in the ocean mean state (Kostov et 
al., 2016, 2018; Schneider and Deser, 2018), Southern 
Ocean deep convection (Behrens et al., 2016), the 
weaker simulation of recent wind trends (Purich et 
al., 2016a), the underestimation of the zonal asym-
metries in the atmospheric circulation (Haumann et 
al., 2014), the underestimation of historical surface 
freshening (Purich et al., 2018), and the lack of an 
interactive ice shelf component (Pauling et al., 2017). 
These studies 1) confirm that the confidence in the 

Figure 5-17. Observed 1979–2013 trend in annual-mean, zonal-mean ocean potential temperature and 
salinity from the Met Office Hadley Centre’s EN4 dataset (Good et al., 2013).



!"#
$%

&
'&
$(

T

( (

Fast Response
(≈ Year)

Slow Response
(≈ Decade)

A
nt

ar
ct

ic
a

D
epth

A
nt

ar
ct

ic
a

Pole Pole60°S 40°S 40°S60°S

(a) (b)

Chapter 5 | Ozone and Climate

5.44

simulated response to ozone depletion is still limited 
and 2) argue that the conclusion that the ozone hole 
has not contributed to recent high-latitude ocean and 
sea ice trends may be preliminary.

Despite these persistent model uncertainties, signif-
icant advances have been made in the understand-
ing of processes responsible for the modeled ocean 
and sea ice response to ozone depletion. Idealized 
model simulations where the stratospheric ozone 
concentrations were instantaneously changed from 
pre-ozone hole to ozone hole conditions (Ferreira et 
al., 2015) demonstrated that the high-latitude ocean 
response entails two timescales (Figures 5-18 and 
Figure 5-19). On the shorter timescales (months to 
years), the response is characterized by ocean cooling 
at the surface associated with increased northward 
Ekman transport of colder high-latitude waters. This 
is consistent with well-known correlations between 

month-to-month variations in the SAM, SST and sea 
ice extent. On longer timescales (years to decades), 
this surface cooling is then replaced by warming as-
sociated with enhanced upwelling of relatively warm 
waters beneath the mixed layer (see also Marshall et 
al., 2014). This two-timescale behavior was also seen 
in a different coupled climate model with significantly 
different characteristics of ocean convection (Seviour 
et al., 2016, 2017b) (Figure 5-19c). It should be noted 
that part of the initial cooling response in Figure 
5-19c may be a reflection of the initial conditions: 
As a corresponding ensemble of control simulations 
was not available, the unforced time evolution of the 
SSTs was estimated indirectly. Furthermore, in spite 
of a relatively long cooling phase, the sea ice did not 
expand in those simulations. Nonetheless, based on 
the initial cooling of SSTs in response to instanta-
neous ozone forcing, some have argued that ozone 

Figure 5-18. Schematic of the two-timescale response of the ocean and sea 
ice to a stepwise ozone hole as simulated by climate models. The dot at 60°S 
and × at 40°S indicate the dipole in surface wind stress associated with the 
strengthened SAM in response to ozone depletion. (a) The fast response is 
dominated by surface cooling associated with increased northward Ekman 
transport, whereas (b) in the slow response this cooling is replaced by warm-
ing, which is the result of enhanced upwelling of relatively warm waters from 
beneath the mixed layer. Blue patches represent the sea ice cover (expanding 
in the fast response and contracting in the slow response). Adapted from Fer-
reira et al. (2015). 
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depletion could drive a transient expansion of sea 
ice (Marshall et al., 2014; Ferreira et al., 2015). The 
impact of a realistically prescribed (i.e., time-varying) 
ozone hole on Antarctic sea ice trends critically de-
pends on the timescale of transition from the initial 
cooling to subsequent warming. Unfortunately, this 
timescale is not well constrained, varying greatly be-
tween the three models with the prescribed stepwise 
ozone perturbation (Figure 5-19). Other attempts to 

quantify the impact of the ozone hole on Antarctic sea 
ice are more indirect and rely on statistical techniques 
(such as convolution theorem) to extract the SST or 
sea ice response to a hypothetical step increase in 
the SAM index. Consistent with the idealized ozone 
experiments, these studies find a large intermodel 
spread between CMIP5 models in the SST response: 
In response to a SAM increase, some models simu-
late a short transition time from initial cooling to 

Figure 5-19. Zonal-mean and annual-mean SST response to a stepwise ozone depletion in three coupled 
models: (a) MITgcm, with an idealized Double-Drake configuration, and two comprehensive models, (b) 
CCSM3.5 and (c) GFDL ESM2Mc. All three models show a two-timescale response, consisting of a cooling 
followed by a warming in the Southern Ocean region (50–70°S). However, their magnitude and timescales 
vary greatly. The net cooling lasts approximately 20 years in the MITgcm, 3 years in CCSM3.5, and 30 years in 
GFDL ESM2Mc. Adapted from Ferreira et al. (2015) and Seviour et al. (2016).
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subsequent warming, while other models continue to 
cool for at least 20 years (Kostov et al., 2016, 2018). 
This intermodel spread has been related to biases in 
the models’ mean ocean stratification and to dynami-
cal processes, including oceanic (parameterized) eddy 
fluxes, mixed layer dynamics, and air–sea interactions 
(Ferreira et al., 2015; Kostov et al., 2016). This tech-
nique has also been applied to Antarctic sea ice, re-
vealing a large range in modeled transition timescale 
from initial sea ice expansion to subsequent sea ice 
contraction in response to a step function in the SAM 
(Holland et al., 2016). Applying the modeled sea ice 
response function to SAM variability but driven by 
the observed SAM time series, one study (Holland et 
al., 2016) suggests that for the multi-model mean, the 
observed variations in the SAM have driven a mod-
est sea ice decline. While these studies based on the 
convolution theorem are generally consistent with the 
idealized ozone forcing perturbations, it remains to 
be demonstrated that the convolution theorem can 
accurately predict the sea ice response to the SAM in 
each model.

The new studies that have quantified the response 
to an instantaneous ozone perturbation or SAM in-
crease have provided important, novel insights into 
the physical processes involved in the sea ice response 
to ozone depletion. It should be emphasized, how-
ever, that these idealized experiments are tools to 
probe the physics of the climate system and that they 
were not meant to represent the real ozone hole, as 
its formation and the corresponding SAM increase 
have occurred over several decades. Nonetheless, 
these studies suggest that when forced with the real, 
time-varying ozone hole, models with a long cooling 
timescale would simulate increased sea ice. However, 
this does not seem to be consistent with the fact that 
all studies that have analyzed climate model experi-
ments forced with realistic, time-varying ozone de-
pletion consistently find decreasing sea ice.

It also needs to be emphasized that the modest in-
crease in Antarctic sea ice extent is the result of 
near-canceling regional trends, with the strongest sea 
ice increase in the Ross Sea and strongest decrease in 
the Bellingshausen and Amundsen Seas (Turner et 
al., 2015; Hobbs et al., 2016). This pattern in the sea 
ice trends is qualitatively consistent with a deepening 
of the Amundsen Sea Low (ASL). There is some ev-
idence that the ozone hole has contributed to these 

atmospheric circulation trends (England et al., 2016) 
in the summer months, but it has also been noted that 
the observed ASL trends are within the bounds of 
modeled internal variability (Turner et al., 2015). An 
increasing body of evidence suggests that the ozone 
hole is not the main driver of ASL trends and points 
to decadal variations in the tropical Pacific (Meehl et 
al., 2016; Purich et al., 2016b; Schneider and Deser, 
2018), or possibly the Atlantic (Li et al., 2014), as the 
likely drivers. 

We further note that during the austral spring 
(September, October, November; SON) of 2016, un-
precedented retreat of Antarctic sea ice was observed 
that was 46% faster than the mean rate of loss in spring 
over the satellite era (Turner et al., 2017). This led to 
record-low sea ice extent anomalies, well exceeding 3 
standard deviations of the observed 1979–2016 ice ex-
tent (Stuecker et al., 2017). This observation contrasts 
sharply with the long-term increasing sea ice trend 
discussed above. Studies have linked the unprece-
dented retreat to record negative values of the SAM 
(Turner et al., 2017; Doddridge and Marshall, 2017; 
Stuecker et al., 2017) and extratropical SST anomalies 
forced by the extreme 2015–2016 El Niño (Stuecker 
et al., 2017). These studies suggest that the unprece-
dented retreat was the result of tropically forced and 
internal SH atmospheric variability (and hence that it 
was unrelated to the slow, long-term warming simu-
lated by the models), but more studies are needed to 
come to robust conclusions.

In conclusion, since the last Assessment, significant 
progress has been made regarding the understanding 
of processes involved in the response of Antarctic sea 
ice to ozone depletion, which is now believed to entail 
a fast surface cooling followed by a slow, long-term 
surface warming. However, the role that the ozone 
hole has played in observed Antarctic sea ice chang-
es remains unclear. While the conclusion of the last 
Assessment that the ozone hole cannot explain recent 
trends in Antarctic sea ice is supported by new model-
ing studies, confidence in this result remains low. This 
is because climate models generally do not reproduce 
observed Antarctic sea ice trends since 1979 and be-
cause new studies have identified several systematic 
biases. Future progress could be made by model im-
provements and repetition of realistic ozone-only sim-
ulations performed with more coupled climate models.
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5.4.4.3 oCean Carbon

The Southern Ocean plays a crucial role in the global 
carbon cycle, as it accounts for about 40% of the glob-
al oceanic uptake of anthropogenic CO2 (Khatiwala et 
al., 2009; Frölicher et al., 2015). The strength of the car-
bon sink is mainly dependent on the air–sea gradients 
of CO2. In the absence of other changes, the increase in 
anthropogenic CO2 in the atmosphere would lead to 
increased air–sea gradients and hence to an increased 
carbon sink (dashed black line in Figure 5-20). It was 
previously suggested that the carbon sink had slowed 
down (Le Quéré et al., 2007) and that this slowdown 
was partly related to ozone-induced changes in the 
surface winds, which bring up carbon-rich water and 
hence reduce the air–sea gradient of CO2. These re-
sults relied on atmospheric inversion methods (which 
estimate carbon fluxes from atmospheric CO2 mea-
surements) and forward ocean models. The realism of 
this slowdown has been debated in the literature, as 
inversion models have been shown to depend on data 
selection (Law et al., 2008) and the coarse resolution 

ocean models employed in most studies do not rep-
resent critical processes such as mesoscale eddies 
(Swart et al., 2014). Furthermore, the last Assessment 
reported that for the 1990–2009 period, estimates of 
the trends in the carbon sink depended on the anal-
ysis, with atmospheric inversions generally showing 
a slowdown in the uptake and ocean biogeochemical 
models indicating no slowdown (Lenton et al., 2013).

Since the last Assessment, further evidence has ap-
peared suggesting that the apparent slowdown of the 
carbon sink is not robust (Landschützer et al., 2015, 
Munro et al., 2015) (Figure 5-20). These studies em-
ployed observations of the surface ocean CO2 mea-
surements and hence did not rely on imperfect ocean 
biogeochemical models. While they confirmed earlier 
studies that the carbon sink slowed down between the 
1980s and early 2000s, they also found a remarkable 
reversal with a reinvigoration of the sink between 2002 
and 2012 (Figure 5-20). Averaged over the Southern 
Ocean, these decadal variations were found to be 
reasonably robust to the method used to interpolate 

Figure 5-20. Evolution of the Southern Ocean carbon sink based on (red and blue lines and shading) two 
methods to interpolate surface ocean observations and (black solid line and gray shading) an atmospheric 
inversion method. The expected uptake based on the growth of atmospheric CO2 alone is shown by the 
dashed black line. Negative values indicate anomalous uptake by the ocean. Adapted from Landschützer et 
al. (2015).
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the sparse measurements in space and time, though 
significant uncertainties remain on smaller spatial 
scales (Ritter et al., 2017). As shown in Figure 5-20, 
the strength of the carbon sink is now thought to be 
comparable to that expected based on atmospheric 
CO2 increases alone. These results suggest that atmo-
spheric circulation changes (whether driven by ozone 
or not) have not had a considerable impact on the net 
strength of the Southern Ocean carbon sink. 

5.4.5 Changes in Radiative 
 Forcing and Feedbacks

Since the last Assessment, there have been no major 
published updates to the estimated preindustrial 
to present-day ozone radiative forcing (RF) due to 
the effects of long-lived ODSs on stratospheric and 
 tropospheric ozone abundances. However, one study 
(Hossaini et al., 2015) highlighted 1) that halogenated 
very short-lived substances (VSLSs) of both anthro-
pogenic and natural origin tend to destroy ozone in 
the lower stratosphere more efficiently than long-lived 
ODSs and 2) that since the ozone radiative effect per 
molecule is stronger in the lower stratosphere than in 
the upper stratosphere, this may be important for the 
global radiative balance. This study estimated a global 
radiative effect from the stratospheric ozone changes 
in response to observed VSLSs (bromine [Br], chlorine 
[Cl], and iodine species) of −0.08 W m-2. Although 
the study found no trend in the influence of VSLSs on 
global ozone between 1979 and 2013, the influence of 
brominated VSLSs on global ozone in the preindustri-
al (i.e., with low anthropogenic Cl) was ~30% smaller 
than present day owing to the coupling between Br 
and Cl chemical cycles. The study therefore estimated 
an indirect ozone RF from VSLSs of −0.014 W m-2, 
which is about one-tenth of the study’s estimated total 
ozone RF due to long-lived ODSs.

New studies since the last Assessment have quanti-
fied the stratospheric and tropospheric ozone RF due 
to the projected major drivers of atmospheric ozone 
concentrations over the 21st century: declining halo-
genated ODS concentrations, climate change due to 
anthropogenic forcing, changes to tropospheric ozone 
precursor species including methane, and changes to 
chemically active greenhouse gases (nitrous oxide 
[N2O]). One study (Banerjee et al., 2018) used a 
chemistry–climate model to estimate the 21st-centu-
ry ozone RF due to the projected decline in long-lived 

halogenated ODSs. It found a total (stratosphere and 
troposphere) ozone RF between 2000 and 2100 of 0.07 
W m-2. This is in quantitative agreement with another 
study (Iglesias-Suarez et al., 2018) that used a different 
chemistry–climate model and estimated the ozone 
RF due to future ODSs to be 0.129 ± 0.081 W m-2. 
Thus, the future decline in ODSs over the 21st century 
will induce a small indirect positive RF from ozone. 
However, this positive RF is substantially smaller than 
the negative direct RF due to declining atmospher-
ic ODSs as a result of the Montreal Protocol and its 
Amendments (see Chapter 6).

A number of modeling studies published since the last 
Assessment have examined the impact of changes in 
ozone in response to an abrupt increase in CO2 on es-
timates of the equilibrium climate sensitivity (ECS)—
the equilibrium change in global mean near-surface 
temperature in response to a doubling in CO2. As dis-
cussed in Chapters 3 and 4, CO2 affects stratospheric 
ozone abundances through effects on transport and 
chemistry (via changes to stratospheric tempera-
tures). New estimates of the effect of ozone changes 
on ECS in different chemistry–climate models range 
from no change (Marsh et al., 2016) to a reduction in 
ECS of about 20% (Nowack et al., 2014), with some 
studies finding a decrease in ECS of a smaller mag-
nitude (Dietmüller et al., 2014; Muthers et al., 2014). 
The differences in the relative importance of ozone 
changes for inferred ECS are likely to be related to the 
distribution and magnitude of ozone and stratospher-
ic water vapor changes simulated in the individual 
models. We therefore conclude that ozone changes 
and their associated effect on climate feedbacks in 
response to increased CO2 are more likely to reduce 
than to increase ECS; however, there is currently large 
quantitative uncertainty in the magnitude of this 
feedback.

5.5 CLIMATE IMPACTS OF THE 
MONTREAL PROTOCOL

5.5.1 World Avoided by the Montreal 
 Protocol

World-avoided simulations evaluate the environmen-
tal and climate impacts that have been avoided as a 
result of the successful regulation of ODS emissions 
under the Montreal Protocol. This is generally done 
by a comparison of climate model simulations with 
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and without ODS emissions regulations. In the sce-
narios with unregulated ODSs, the ODSs are gener-
ally assumed to increase at a constant rate of 3–3.5% 
per year (e.g., Prather et al., 1996; Velders et al., 2007; 
Newman et al., 2009; Garcia et al., 2012). As reported 
in the 2014 Assessment, chemistry–climate models 
suggest that continued accumulation of ODSs in the 
atmosphere in the absence of the Montreal Protocol 
would have led to a collapse of the global ozone layer 
by the mid-21st century, with devastating environ-
mental implications (Newman et al., 2009; Garcia et 
al., 2012). The last Assessment also reported on the 
additional (mostly unanticipated) benefits of ODS 
regulations for mitigation of global climate change. 
Specifically, it was reported that by later this century, 
unregulated ODS increases could have led to global 
surface temperature increases comparable to tem-
perature increases caused by other greenhouse gases 
(Velders et al., 2007) and could have almost doubled 
changes in the hydrological cycle (precipitation minus 
evaporation) over the next few decades.

While new literature on this topic since the last 
Assessment is limited, such studies have highlighted 
other aspects of the climate benefits of the Montreal 
Protocol. One modeling study found that in the 
world-avoided scenario, the projected increase in the 
potential intensity of tropical cyclones is nearly three 
times larger in 2065 than in a scenario accounting for 
warming due to other greenhouse gases only (Polvani 
et al., 2016). Two other studies have attempted to 
quantify the implications of the avoided tempera-
ture and precipitation changes from restricting ODS 
emissions for global sea level rise (SLR). One study 
found that under an idealized scenario in which the 
emissions of gases regulated under the Montreal 
Protocol had instead been eliminated in 2050, addi-
tional thermal SLR of between 4–14 cm would be ex-
pected in the 21st century (Zickfeld et al., 2017), with 
the large range coming from the uncertainty in ocean 

heat uptake efficiencies in climate models. The other 
study found that by 2065, thermal SLR avoided by the 
Montreal Protocol is about 5 cm, but note that part of 
that SLR is balanced by changes in the hydrological 
cycle over Antarctica (Previdi and Polvani, 2017).

5.5.2 Projected Climate Impacts of the 
 Kigali Amendment

Other new studies have simulated future climate 
impacts that will be avoided if nations adhere to the 
phasedown of hydrofluorocarbons (HFCs) under the 
Kigali Amendment. In the simulations without HFC 
regulations, a wide range of HFC scenarios is typically 
considered (Chapter 2, Section 2.3.1). As discussed 
in Chapter 2, these new studies indicate that the an-
ticipated phasedown of HFCs is expected to avoid up 
to 0.4 K of global mean surface warming by 2100. The 
atmospheric impacts of HFC regulations have been 
further quantified using a 2-D (latitude–pressure) 
interactive chemistry, radiation, and dynamics model 
(Hurwitz et al., 2015, 2016). These studies found 
that unregulated increases in HFCs would result in 
a warming of the troposphere and stratosphere. In 
a business-as-usual HFC emissions scenario, the 
tropical lower stratosphere in 2050 was up to 0.41 K 
warmer than in a scenario with zero HFC emissions 
(Hurwitz et al., 2015). In that same business-as-usual 
scenario, the 10–16 km global mean temperature was 
projected to increase by 0.11–0.13 K between 2015 
and 2050, while HFC mitigation scenarios similar to 
those proposed under the Kigali Amendment were 
found to avoid most of that warming (Hurwitz et al., 
2016). In a business-as-usual scenario, HFCs were also 
found to impact the atmospheric circulation, slightly 
enhancing the Brewer–Dobson circulation above 18 
km (resulting in a small decrease of the stratospheric 
mean age of air by −0.3%) and weakening the Hadley 
Cell circulation below 18 km (Hurwitz et al., 2015). 
More studies are needed to confirm this result with 
more comprehensive models.
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